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PREFACE 

 
The proceedings of the 14th Polish Teletraffic Symposium, held in Zakopane,  

20-21 September 2007 contain 28 contributions  refereed and selected by its Technical 

Programme Committee. 

 

 The symposium has been organised since 1994 on a rotational basis by the following 

Polish universities and institutes: 

• Poznań University of Technology, Poznań; 

• Gdańsk University of Technology, Gdańsk; 

• University of Mining and Metallurgy, Cracow; 

• Warsaw University of Technology, Warsaw; 

• Wrocław University of Technology, Wrocław; 

• Institute of Theoretical and Applied Informatics, Polish Academy of Sciences, Gliwice. 

 

PTS 2007 was organized by IITiS PAN. Recently, each second year, PTS becomes 

Polish-German Teletraffic Symposium with participation of  Dresden University 

of Technology, Dresden 

 

The aim of the Symposium is to provide a regular, annual forum for a discussion on 

the design, implementation and perfection of contemporary telecommunications and 

computer communications systems. Its areas of interest include  

• Teletraffic Theory, Modelling and Optimisation 

• Performance Evaluation and Modelling of Communication Protocols 

• Traffic Measurements 

• Traffic Issues for Mobile Systems 

• Mobility Models  

• Traffic Issues for Internet 

• Traffic Issues for High Speed, Packet-Switched Networks 

• Traffic Models for Optical Networks 

• Performance Analysis Methods and Simulation 

• Intelligent Routing Protocols 

• Broadcast and Multicast Traffic Control and Management 

• QoS Issues 

  

The Symposium is addressed mainly to the teletraffic and network design community, 

both in Academia and Industry. 

 

For the Technical program committee of  PTS 2007 

 

TADEUSZ CZACHÓRSKI  
EDITOR OF THE PROCEEDINGS 
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KEYNOTE TALK 

 

On providing QoS in the Internet 
 

WOJCIECH BURAKOWSKI
 a 

HALINA TARASIUK 
b
 

 

Institute of Telecommunications 

Warsaw University of Technology 
a wojtek@tele.pw.edu.pl 
b halina@tele.pw.edu.pl 

 

 

 

The Internet in today does not satisfy users, service providers and infrastructure 

operators. In Europe, except research networks as GEANT or some NRENs 

(National and Research National Networks), the best effort service is still only one 

network service offered to the users.  The lack of offering QoS (Quality of Service) 

capabilities of the network becomes one of critical barriers in using more rigorous 

applications than e.g. web services. One can also mention about other barriers in 

the Internet as e.g. security, supporting mobility or reliability. The drawbacks of 

the Internet are well recognized but, at least for now, there are not satisfactory 

solutions for solving the above mentioned problems. Nowadays, there is discussion 

around Europe (around the whole world) about Future Internet and one can find 

interesting points expressed in documents of EIFFEL or FIRE initiatives. 

Furthermore, inside FP7 Framework and ICT (Information and Communication 

Technologies) area the problem of Future Internet is emphasized. 

This paper presents tested approaches as proposed for assuring QoS in the 

Internet, including such issues as end-to-end QoS, QoS architectures, multi-domain 

aspects, signaling etc. In particular, we focus on the solutions tested inside FP5 and 

FP6 projects as AQUILA and EuQoS. While AQUILA solution follows the 

DiffServ Architecture proposed for single domain, the EuQoS approach can be 

regarded as implementation of the IMS/TISPAN architecture proposed for Next 

Generation Networks including multi-domain aspects.       
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Measurements for on-line QoS monitoring of Real Time Class of 

Service in IP networks 
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a piotr.stasiewicz@elka.pw.edu.pl 
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Abstract: The paper shows how to perform on-line QoS (Quality of Service) monitoring of Real Time Class of 

Service (RT CoS) in IP QoS networks. The RT CoS is aimed at handling streaming traffic that is generated by 

applications as VoIP, VTC etc. For this class of service we assume that the volume of submitted traffic is limited by 

appropriate CAC (Connection Admission Control). In the described method we monitor the QoS under maintaining 

the maximum allowed the worst-case traffic conditions as controlled by CAC. Since such conditions occur only 

sometimes (only when the maximum allowed volume of payload traffic is submitted), in our approach we keep 

these conditions by introducing additional traffic to the network. The volume of this traffic is the difference between 

the maximum allowed traffic and the payload one. The paper describes the details of the method including 

implementation issues and numerical results (simulation and experimental) showing its performances. 

Keywords: QoS, measurements, monitoring, Real Time CoS 

 

1. Introduction 

 
A pressure for introducing QoS (Quality of Service) into the Internet is coming from the 

service providers who want to get a profit from new real-time services as VoIP, VTC, tele-
medicine, etc. However, to meet these expectations many technical problems still need to be 
solved, mainly related to network traffic control and Internet signaling. Anyway, one can 
expect that the market solution for QoS Internet will appear soon. Nowadays, a number of EU 
IST projects announce promising solutions that are currently tested in some prototype 
networks, as GEANT [3], EuQoS [1], DAIDALOS [2], MUSE [4], OPERA [5] etc. In this 
paper we focus on the problem of on-line QoS monitoring offered by the network that is 
important for both the operators and the users. The operators of QoS network require 
knowledge about the state of the offered by them QoS level while the users expect the 
confirmation from the network operator about the received QoS. We assume that for 
providing QoS into the Internet, we implement the Class of Services concept, as in EuQoS 
system described e.g. in [6]. 

In this paper we present a method for on-line monitoring of QoS level offered by a Class 
of Service (CoS) in IP-based network that supports real-time applications like VoIP, VTC, 
named Real Time CoS (RT CoS). The method is aimed for providing knowledge to the 
network operator about the QoS offered by discussed CoS. More particularly, it should allow 
us for measuring the values of parameters as IPTD (IP Packet Transfer Delay), IPLR (IP 
Packet Loss Ratio) and IPDV (IP Delay Variation) that characterize the QoS level [8]. 
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Furthermore, the values of the mentioned parameters should be measured under, so called, the 
“worst-case” traffic conditions and it means that traffic conditions should be maintained as 
adequate for the case, when amount of admitted traffic gets the upper limit. To keep during 
the measurements the worst case traffic conditions is very important since the QoS offered by 
the CoS, characterized in terms of IPTD, IPDV and IPLR values, is specified under assuming 
these traffic conditions. For instance, if we measure QoS when only a few connections is 
running we may expect better quality than assumed by the CoS but these measurements say 
nothing about the QoS offered by this CoS. The rest of the paper is structured as follows. In 
section 2 we present the method for on-line monitoring. Then, in section 3 we briefly describe 
the main objectives for RT CoS that is discussed as an example for on-line monitoring. Next, 
in section 4 we include exemplary numerical results showing effectiveness of the approach. 
Finally, section 5 summarizes the paper. 

 

2. Method for on-line monitoring of QoS offered by Class of Service 
 
Let us recall that Class of Service is the term used for the first time by ATM people for 

defining specific treatment of ATM cells generated by given types of applications. For 
ATM, we called them as ATM Native Services, and in this spirit have been defined the 
services as CBR, rt-VBR, nrt-VBR, ABR, UBR and GFR. In the ATM switches, for each 
of the mentioned services we dedicate the separate queues with specific packet scheduling 
disciplines as PQ (Priority Queue) or WFQ (Weighted Fair Queuing). The forced approach 
for the Internet with QoS is to follow the same direction. As a consequence, the IETF has 
proposed a number of Classes of Services [7]. Among them, the RT CoS is specified.   

For RT CoS we dedicate in each link an amount of bandwidth, say C. The issue is to 

limit the volume of traffic submitted to this CoS by using appropriate Admission Control 

(AC) rules. In this way, we can control the values of parameters characterizing the packet 

transfer that is described by the values of the parameters as IPTD, IPDV and IPLR. So, the 

monitoring of the CoS is to measure, possibly on-line, the values of the mentioned 

parameters. For this purpose, we need to submit to this CoS additional traffic, named 

measurement traffic (MT), just for providing the measurements. On the other hand, we need 

to maintain the volume of traffic handled by the CoS on the same level independently of the 

volume of the payload traffic. This requirement comes from a need for keeping the CoS on 

the maximum load allowed by the AC rules. Anyway, it needs to introduce again to the 

network additional traffic, named background traffic (BT), now related with the payload 

traffic (PT). Of course, we should keep that BT+PT = constant. 
The scheme for providing on-line monitoring in the case of inter-domain link is depicted 

on Fig.1. We assume that the Borders Routers (BR) provide QoS mechanisms at the packet 
level, i.e. PHB (Per Hop Behavior) mechanisms as classifiers, schedulers etc. 
Consequently, in general case, a number of CoSs can be implemented, among them the 
discussed RT CoS. For RT-CoS we dedicate separate buffer and we believe that this class is 
handled in isolation of the other CoSs, if any. Therefore, we put our attention on this CoS 
only and we do not consider the presence of other traffic. The plan for deploying the traffic 
generators and traffic receivers in the case of monitoring RT CoS on inter-domain link is 
also shown in Fig.1. The MT traffic is generated by the MTG (Measurement Traffic 
Generator) and is received by the MTR (Measurement Traffic Receiver). The MTG traffic 
is submitted to an input port of BR and this traffic is received by the MTR connected to the 
port of the BR terminating RT CoS. Similarly, the BT traffic is handled. Remark, that for 
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MT and BT we will use the same ports in BRs. On the other hand, we do nothing with PT 
traffic.  

 

 

Fig.1 The measurement scheme for “on line monitoring” 

 

3. Real Time Class of Service 
 
In this section we briefly outline the main characteristics for RT CoS. As we 

mentioned above, the RT CoS is designed for transferring the streaming traffic emitted by 
such applications as VoIP and VTC. More details about the AC rules for the RT CoS 
class one can find e.g. in [9]. The traffic submitted to the RT CoS is handled 
independently on the other traffic and, for this purpose in the routers we dedicate for it 
a separate queue. The size of the queue is short since we need to keep low values of IPTD 
(say 100 ms) and IPDV (say 50 ms). For maintaining low value of IPLR (say 10

-3
) we 

assume special AC algorithm for limiting volume of submitted traffic. Furthermore, the 
RT CoS traffic is handled with high priority. The AC algorithm for this CoS assumes that 
particular connections produce CBR (Constant Bit Rate) traffic that is policed at the 
network entry point.  
 

Time [s] 100 200 300 400 500 600 700 800 900 1000 1100 1200 

Number of calls 60 70 80 90 105 112 120 120 125 90 75 60 

Payload [kbit/s] 3840 4480 5120 5760 6720 7168 7680 7680 8000 5760 4800 3840 

Measurement 
traffic [kbit/s] 200 200 200 200 200 200 200 200 200 200 200 200 

Background 
traffic [kbit/s] 0 0 0 0 0 0 0 1575 1255 3495 4455 5415 

IPLR 0,0001 0,0001 0,0001 0,0001 0,0001 0,0001 0,0001 0,0078 0,0075 0,0078 0,0083 0,0083 

Fig.2 Schedule of the simulation in scenario #1; monitored link capacity:  

10Mbit/s, length of the buffer in access node: 10packets 

 

4. Numerical results  
 

In this section we present results of two simulation experiments that show 
effectiveness of our on-line monitoring method of RT CoS. The objective of the tests was 
to validate assumptions of the measurement method. The architecture of simulated system 
was described in detail in section 2. In first scenario method was used to detect 
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degradation of QoS level what was caused by wrong configuration of admission control 
mechanism. Second scenario shows how the method can be used to detect problem 
caused by users who abuse declared traffic contract and generate greater volume of traffic 
than they supposed to. 
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Fig.3 Scenario #1 – results; monitored link capacity: 10Mbit/s, length of the buffer in access node:  

10packets; a) IPLR, b) IPTD, c) IPDV 

 

4.1 Scenario #1 

 
In this scenario we were simulating wrong configuration of the admission control 

algorithm for the Real Time CoS in access router. This class of service, as we mentioned 
before, requires very low values of IPLR (less then 10

-3
). To keep low values of IPLR and 

IPDV buffer length was set to 5 and 10 packet respectively. Configuration was corrupted 
and AC limit was set to ensure loss ratio less then 10

-2
 (10 times higher than assumed). 

Size of the payload and background traffic packets was 200 bytes. Single source 
generates packets at equal intervals, every 25ms. In simulation CBR sources were replaced 
with one Poisson source that was sending packets with corresponding bit rate. Measurement 
packets were sent every 4ms and were 100 bytes long (total bit rate 200kbit/s). 

During the simulation number of active calls was increasing. Till the background 
traffic was off and payload was low, QoS level was granted. However since background 
traffic generator has started and resources were filled up to wrong AC limit, QoS 
degradation was observed and IPLR rapidly increased. Pre-defined schedule of the 
simulation is shown on Fig.2 and results are presented on Fig.3. 

 

4.2 Scenario #2 

 
In this scenario we were using on-line monitoring method to detect degradation of 

QoS in case when end-users abuse declared traffic contracts. Such behavior in situation 
when amount of admitted traffic gets the upper limit and link utilization approaches 
allowed maximum may cause degradation of QoS level from the point of view of other 
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users. Simulation model was equal to this used in previous paragraph. Due to low delay 
restrictions, buffer length was set to 5 or 10 packets respectively. 

In first part of scenario number of running calls was lower then maximal admissible. 
However total payload traffic was higher then declared one and since background traffic 
appeared in network, threshold for IPLR was overflowed. Number of active calls was 
constant during the test and summary declared load was equal to ¾ of available resources. 
In first phase generated payload traffic was higher then declared by 20%, in second by 
10% and in last one – third by 5%. Fig.4 and Fig.5 present schedule of scenario #2 and 
measured results. One must notice that real reason of the QoS level degradation in this 
case can not be detect by our method. Equal symptoms could occur in situation when 
CAC mechanism is wrong configured. However crossing the threshold value in the worst-
case traffic conditions should be sufficient signal for administrator to check configuration 
of CAC or policing mechanism. 

 
Phase I 

Time [s] 50 100 150 200 250 300 350 400 

Number of calls 100 100 100 100 100 100 100 100 

Declared payload  [kb/s] 6400 6400 6400 6400 6400 6400 6400 6400 

Generated payload [kb/s] 7255 7255 7255 7255 7255 7255 7255 7255 

Measurement traffic[kb/s] 200 200 200 200 200 200 200 200 

Background traffic[kbis] 0 0 0 0 2150 2150 2150 2150 

IPLR 0,0001 0,0001 0,0001 0,0001 0,0001 0,0118 0,0121 0,0127 

         

Phase II III 

Time [s] 450 500 550 600 650 700 750 800 

Number of calls 100 100 100 100 100 100 100 100 

Declared payload [kb/s] 6400 6400 6400 6400 6400 6400 6400 6400 

Generated payload [kb/s] 7040 7040 7040 7040 6720 6720 6720 6720 

Measurement traffic [kb/s] 200 200 200 200 200 200 200 200 

Background traffic[kb/s] 2150 2150 2150 2150 2150 2150 2150 2150 

IPLR 0,0093 0,0052 0,0048 0,0047 0,0032 0,0019 0,0023 0,0024 

Fig.4 Scenario #2, monitored link capacity: 10Mbit/s, length of the buffer in access node: 10packets 

 

4.3 Conclusions 

 
Presented results show clearly that our method could be used for detecting errors in 

configuration of elements in network infrastructure responsible for providing QoS. It 
could be performed both as on-line monitoring process when probing packets are sent 
parallel to payload traffic and as testing process run after for example router 
reconfiguration when all volume of traffic is generated artificially by Traffic Generators 
to check new settings. 

Second scenario proved also that our method is also useful for detecting QoS 
degradation in situation when users abuse their traffic contracts. Even small amount of 
unprovisioned traffic in case when link utilization gets the allowed maximum could cause 
QoS threshold level overflow. However wrong configuration of CAC or Policer can 
produce similar symptoms and can not be identified in such way but it is sufficient signal 
to find the reason of the QoS violation. 
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Fig.5 Scenario #2 – results; monitored link speed: 10Mbit/s, length of the buffer in access node: 

 10packets; a) IPLR, b) IPTD, c) IPDV 
 

5. Implementation details 
 

In this section we briefly describe implementation details of on-line monitoring 
method. According to assumptions implementation was integrated with EuQoS 
framework. It consists of three separate components: Management Console (MC), Traffic 
Generating Controller (TGC) – module that is integral part in Resource Allocator (RA), 
developed in EuQoS Project, and a couple Traffic Generator (TG) and Traffic Receiver 
(TR). Communication between modules is based on remote procedure call standard, and 
based on this mechanism XML-RPC protocol [10][11], that is safe and easy way to 
exchange small amount of data between distributed applications. Architecture is 
presented on Fig.6. 

 

  

Fig.6 Architecture of on-line monitoring method components 
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Assumptions that were considered during analysis and design process were as follow: 
• fully integration with EuQoS system, 
• every module must enable save interfaces for communication, 
• communication is realized via XML-RPC protocol, 
• modules should run on Windows or Linux platforms, 
• measurements must not cause QoS level degradation from point of view of 

other users, 
• test results should be presented on-line, and stored in database, 
• MGEN tool may be used as measurement and background traffic generator. 

Below we briefly describe each component and monitoring process. 
 

5.1 Management Console – MC 
 

It is main component that controls measurements, collects and stores results. This Java 
application works also as graphical user interface. Configuration and results are stored in 
PostgreSQL data base [12]. Communication between MC and other components is based 
on XML-RPC protocol.  

Configuration of the network and monitoring process is 
divided into four logical levels as on Fig.below. The highest 
level is MC that communicates with TGCs located in RAs 
(level 2). As we know one RA can be related with many 
physical links. Links can be grouped by users into so called 
relations that correspond to logical paths between network 
nodes. Those relations are placed in our order on third position 
under RAs. Relation can consist of links that belong to 
different domains, but also can contain only one link. Physical 
links are located directly under relations and are related with 
TGs and TRs which are connected to the source and 
destination node of each monitored link. One TG can generate 
traffic in many links and CoSs and one TR can receive packets 
from many links and CoSs.  

MC can be used in both centralized and decentralized 
measurement management model. In centralized architecture 
main component is responsible for measurements in entire network and integrates 
communication between all probing agents. As an example we can mention measurement 
system developed by Reseaux IP Eurepean Network Coordination Center – RIPE NCC 
[13][14][15]. In decentralized model management components are distributed in 
autonomous domains that together build the network.  

 

5.2 Traffic Generation Controller – TGC 
 

The component is an integral entity of the Resource Allocator. It operates as 
a  command dispatcher between Management Console, Traffic Generators and Receivers. 
It also controls process of generating background traffic in every CoS supported on given 
link. Because of the second function it requires actual information about available 
resources and needs to be triggered during processes that are related with resource 
release, allocation or reallocation. Every such event must be immediately propagated to 
adequate TGs to decrease or increase generated load. Additional traffic must not reduce 
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transmission quality observed by end users and traffic condition should be maintained as 
in the worst case traffic scenario for sufficient long period to keep measurement accuracy.  

Original objects in RA that are responsible for CAC algorithms were extended with new 
function that returns a list object of all available for given link CoSs and available resources 
in each one from the point of view of CAC algorithm. RA sends returned by procedure 
values to the corresponding TGs where generated traffic volume must be changed. 
 

5.3 Traffic Generator – TG 

 
TG is an application developed in Python programming language. It generates 

background and monitoring traffic according to commands received from TGC. TG is 
fully controlled by TGC installed in RA, that sends information about monitored link, 
CoS and bit rate of the additional traffic.  

Application implements interfaces to communicate with Multi-Generator MGEN, which 
is used to generate background traffic. Python enables comforTab.and easy way to run 
operating system commands that are used to start/stop MGEN and to system processes list, 
that is useful for proper management of MGEN instances. TG reads configuration from 
files that contains information about links and supported on them CoSs. The way of 
generating background traffic in given links and CoS is also specified in configuration. TG 
starts XML-RPC server that listens on commands sent by TGC. On the other hand TG 
periodically invokes “keep-alive” procedure on TGC to monitor signalization link. In case 
of error or exception during invoking that procedure, all traffic generators are to be disabled 
to avoid probability of link overload. While the program is running configuration of links, 
CoSs and MGEN instances is kept in the tree data structure, in which links are local roots 
and CoSs with assigned to them MGEN instances are leafs.  
 

5.4 Traffic Receiver – TR 

 
TR is an application developed in Java programming language. It receives both 

measurement and background traffic. While background packets are simply discarded, 
probing packets are analyzed.  QoS parameters are being computed on the basis of those 
calculations. 

Since TR must perform a lot of incoming data, its logic is based on ring buffer 
algorithm. All received probes are stored in list structures that are changed every equal 
period of time according to configuration and measurement window. This time period is 
also defined as results refresh time. Separate thread uses probes stored in lists to calculate 
QoS parameters. After this statistics are sent to Management Console via TGC, list is 
being cleaned and prepared for use in next loop. 
 

5.5 Monitoring process 

 
Monitoring process starts after administrator selects relations or single links in GUI 

and presses start button. Relation is then divided into single links and these are grouped 
by superior RAs. Next MC sends to each selected RA command to start monitoring of 
listed links. TGC module that is located in RA receives order, gets from CAC module 
information about available resources in given links and forwards command to adequate 
TGs and TRs. TG checks if given link is not already monitored. If so it only stores this 
information, otherwise it prepares configuration script for MGEN and runs new instance. 
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In TR configuration is extended with information about new source of monitoring and 
background packets. Then process that computes QoS parameters sends back results to 
TGC and it forwards them to MC where they are presented and stored in data base. 

 

6. Experimental results 
 

In this section we present the results of several practical experiments performed with 
our on-line monitoring method. The goal of the tests was to validate the design and 
implementation of our system. Two of them were repetitions of scenarios considered 
during the simulations, described in section 4. Testbed used in experiments was part of 
EuQoS experimental network. During the tests results and configuration commands were 
sent via other links than monitored ones and did not influence on monitoring process. 

 

6.1 Scenario #1 

 
This scenario was considered to show that on-line monitoring method does not cause 

degradation of QoS level from the point of view of the users in case when all network 
elements and mechanisms are properly configured and other users do not abuse their 
traffic contracts. During the test number of active calls was changing. Every event of 
connection release or admission triggered reconfiguration of Traffic Generator. Fig.7-a 
depicts amount of generated payload traffic and background traffic that sum to constant 
value of AC limit. Whereas Fig.7-b shows measured level of IPLR that despite of varying 
volume of payload and background traffic is under threshold all the time. 
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c) d) 

Fig.7 Scenario #1 – results; monitored link capacity: 10Mbit/s, length of the buffer in access node: 10packets; 

a) Generated traffic, b) IPLR, c) IPTD, d)IPDV 

 

That results show, that on-line monitoring does not have any negative influence on 
QoS level noticed from the point of view of the users. Fig.7-a shows that summary 
volume of payload and background traffic is constant apart from the call-level events, 



 18

such as call admission or release and measurement period is long enough for accurate 
calculations. 
 

6.2 Scenario #2 

 
Next test was the second approach to the scenario already tested during simulations. In 

this scenario configuration of the CAC mechanism was corrupted and number of admitted 
calls was higher then assumed limit.  

 
Time [s] 100 200 300 400 500 600 700 800 900 1000 1100 1200 

Number of calls 60 70 80 90 105 112 120 120 125 90 75 60 

Payload [kb/s] 3840 4480 5120 5760 6720 7168 7680 7680 8000 5760 4800 3840 

Measurement 
traffic [kb/s] 200 200 200 200 200 200 200 200 200 200 200 200 

Background 
traffic [kb/s] 0 0 0 0 0 0 0 1575 1255 3495 4455 5415 

IPLR 0,0001 0,0001 0,0001 0,0001 0,0002 0,0005 0,0004 0,0020 0,0078 0,0089 0,0083 0,0092 

Fig.8 Scenario #2; monitored link speed: 10Mbit/s; length of the buffer in access node: 10packets 
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c)  

Fig.9 Scenario #2 – results; monitored link speed: 10Mbit/s; length of the buffer in access node:  

10packets; a) IPLR, b) IPTD, c) IPDV 

 

Presented results show, that wrong configuration of CAC mechanism would not be 
noticed as long as volume of traffic generated by users was below threshold of guaranty 
of appropriate QoS level. In reality notification about QoS degradation would be send in 
situation when many users were connected. Our method for on-line monitoring detected 
QoS violation after one measurement period in situation when number of active flows 
was low. 

6.3 Scenario #3 

 
Following scenario was also already analyzed in section 4 during the simulations. This 

test was considered to present usability of method for on-line monitoring of Real Time 
CoS for detection of QoS level degradation in situation when users abuse their traffic 
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contracts. That is possible when policing mechanism does not work properly and users 
generate greater load than they formerly declared. Bigger amount of traffic than declared 
in case when network utilization gets the allowed maximum can cause capacity and 
efficiency problems. 

Test scenario was divided into three parts. There were only payload (greater than 
declared) and monitoring traffic in first phase. Volume of the extra traffic was about 4% 
of the available resources. In the second phase background traffic generator was 
activated. Generated load was the difference between available resources (got from CAC 
algorithm) and declared payload. During third part volume of extra payload decreased to 
about 2% of the available resources. 

 
Phase I II III 

Time [s] 50 100 150 200 250 300 350 400 450 500 550 600 

Number of calls 100 100 100 100 100 100 100 100 100 100 100 100 

Declared 
payload [kb/s] 

6400 6400 6400 6400 6400 6400 6400 6400 6400 6400 6400 6400 

Generated 
payload [kb/s] 

6720 6720 6720 6720 6720 6720 6720 6720 
6560 

6560 6560 6560 

Measurement 
traffic [kb/s] 

200 200 200 200 200 200 200 200 200 200 200 200 

Background 
traffic [kb/s] 

0 0 0 0 1960 1960 1960 1960 1960 1960 1960 1960 

IPLR 0,0001 0,0003 0,0002 0,0001 0,0016 0,0022 0,0027 0,0029 0,0022 0,0019 0,0017 0,0018 

Fig.10 Scenario #3, monitored link speed: 10Mbit/s; length of the buffer in access node: 10packets 
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c)  

Fig.11 Scenario #3 – results; monitored link speed: 10Mbit/s; length of the buffer in access node: 10packets; 

a) IPLR, b) IPTD, c) IPDV 

 

Presented results prove that our on-line monitoring method is suiTab.for fast detection 
of QoS level degradation that can follow from additional volume of load generated by 
users contrary to declared traffic contract. It probably would not be noticed when load 
was medium, but could be critical problem when links were fully utilized. Measurement 
in our method are performed on-line that guarantees short lag between incident in the 
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network and adequate information in results. In described example problem was observed 
after one measurement period since background traffic generator was started. 
  

7. Summary 
 

In the paper we presented how to perform on-line QoS monitoring of Real Time Class 
of Service in IP QoS networks. We assume that monitoring of the offered QoS level 
should be performed in worst-case traffic conditions allowed by the applied admission 
control algorithm. To maintain maximum allowed volume of traffic we introduce 
additional traffic to the network. The volume of this background traffic is a difference 
between maximum allowed traffic determined by CAC mechanism and payload.  

Assumptions of the method were firstly verified during simulations than implemented 

and deployed in the testbed environment. We described details of the implementations 

issues and several simulation and practical experiments, which confirm the ability of our 

monitoring method for on-line monitoring of offered QoS of Real Time CoS. 
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1. Introduction

The Generalized Multiprotocol Label Switching (GMPLS) [1] is considered as the next
generation high-speed backbone network technology. In order to accommodate growing In-
ternet traffic optical crossconnects (OCXs) must be implemented to reduce IP switching. The
Automatically Switched Optical Networks (ASON) [2] and the GMPLS are key technology
which satisfy the growing requirements. While these two concepts are developed separately
in ITU-T and IETF the GMPLS can be considered as the implementation of the control plane
for ASON.

The principles of the GMPLS network are:

• generalization of the label switching idea known from MPLS technique to all types of
multiplexing,

• separation of functional planes:

– data plane – includes all switching techniques supported by GMPLS such as
WDM, TDM, packet switching etc.;

– common control plane – IP network, called also signaling network, responsible
for exchanging signaling and routing messages;

– management plane – centralized or distributed supervise system that allows, for
example, to employ provider’s policy.
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The signaling network of the GMPLS may be realized in general in the following man-
ners:

• in-band – when signaling network is a part of data plane and signaling channels are
implemented as logical channels separated from the supported transport technology
(e.g. VC/VP within ATM or DCC within SDH/SONET);

• out-of-band – when signaling network id physically separated from the data plane.

The out-of-band signaling is important for implementing ASON technology. This ap-
proach allows avoiding the opto-electronic processing because data and control plane are
physically separated. However such architecture can behave differently during in-band sig-
naling. For example failure in data and control plane have to be maintained separately.

The out-of-band signaling allows to use different topologies for data and control planes.
In this case two nodes directly connected in the data plane may be not connected in the control
plane or, similarly, two nodes directly connected in the control plane may be not neighbors
in the data plane. Such architecture of the GMPLS is called asymmetrical. If, however, the
topologies of both planes are the same, the architecture is called symmetrical.

Many works are devoted the GMPLS reliability and especially the control plane relia-
bility [3],[4]. The papers [5], [6] and [7] prepared by authors consider the some aspects of
failure detection and notification, also for different types of architecture, in the GMPLS con-
trol plane when end-to-end protection of data plane is applied. The similar considerations for
segment recovery mechanisms are presented in the next sections.

2. Segment recovery

The paper [8] defines the several types of protection for the GMPLS network including
end-to-end protection and segment-based protection. In the end-to-end protection, described
in details in the [9], the ingress and egress nodes for both working (called also protected) and
backup (called protecting) LSP (Label Switched Path) are the same. This type of data plane
protection can not satisfy the fast protection requirements when LSP is long. The propagation
and processing delay can cause packet lost and higher delay. To solve this problem the
concept of fast reroute [10] is introduced. For the GMPLS technology similar concepts is
introduced in [11]. The node that initiates a recovery path is called branch node and the node
that terminates such path is called merge node. The idea of the segment recovery is based
on the protection of the segment LSP by other LSP called protection LSP. Note that each
segment recovery LSP is established as an independent LSP and may be also protected using
any protection method. The recovery LSP is established by the branch node. The path of
recovery LSP may be defined by the ingress node of protected LSP or may be calculated by
branch node himself. In the first case the path of given recovery LSP is carried by SERO
(Secondary Explicit Route Object) object within the Path message. Note that the single Path
message may includes multiple SERO objects, one for each defined segment recovery path.
In the second case the path of segment recovery is calculated at each node along establishing
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working LSP. The method of path calculation depends on content of SESSION_ATTRIBUTE
object carried by Path message.

While the idea is simple and allows dividing LSP into multiple segments to satisfy fast
protection switching, the signaling of the control plane becomes much more complicated.
Signaling of segment recovery must coexist with the out-of-band signaling and support asym-
metrical topology. Note that for given LSP one or more segment recovery LSP may be cre-
ated and these paths may overlaps each other or may be nested within other segment recovery
LSP.

This is important to note that the term segment recovery used in this section is the gen-
eralization of such mechanisms as segment protection and segment restoration. Described
mechanism allows to use all well-known protection and restoration approaches such as 1+1
protection, 1:1 protection, LSP rerouting and shared-mesh restoration.

This new signaling requirements (segment recovery), out-of-band signaling and the
asymmetrical topology can be a source of unpredicted behavior. In the next sections per-
formance of GMPLS with segment recovery and mentioned assumptions is considered and
verified by simulation.

3. Performance consideration

The reliability of GMPLS depends on many factors like:

• the data plane topology,

• the control plane topology,

• the recovery path method,

• the reliability of the control plane,

• the interaction between planes.

The first two items can be discussed in the context of planes symmetry or asymmetry. This
problem was discussed in [5] for end-to-end protection method. The simulation presented in
that wok shows dependency between topology asymmetry and reliability of GMPLS network.
In the case of segment protection this influence is tested based on simulation shown in the
next section.

The main aim of the segment recovery is to provide fast switch-over of data plane traffic
and to satisfy low delay requirements. Therefore, only some recovery path methods can be
used in this case. The recovery methods can be classified to computed on demand and pre-
computed. The first method does not guarantee fast switching requirements. The second one
can be classified to established on demand and pre-established. Only pre-established method
can be used in segment recovery as a protection method which satisfy mentioned require-
ments. This method of path recovery is used in the simulations presented in the following
sections.
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Fig. 1. The network topology used for tool validation

The reliability of the control plane is especially important in the case of separated func-
tional planes and asymmetrical architecture. This problem was discussed in [5] for end-to-
end protection method. It was shown that several enhancements in failure detection, noti-
fication and protection of the control plane significantly improve the overall reliability of
GMPLS. For the segment recovery method similar signaling processing occurs and, there-
fore, proposed improvements should be verified.

The interaction between planes also can be factor of overall GMPLS reliability. For
example high level of failures in data plane can be a source of high signaling load. Signaling
packets can be processed with delay and negatively affects protection of data plane.

The next part of this paper focuses on the topology influence on the overall reliability
when segment recovery is applied.

4. Performance examination of the segment recovery in GMPLS

The performance examination of the segment recovery in the GMPLS can be performed
by simulation. This approach allows for quantity measurement of technology performance.
The NS-2 [12] - network simulator has been used to conduct our research.

4.1. Simulation tool - verification and validation

The NS-2 is not a GMPLS simulator however it is possible to extend this environment
to support simulation of this technology [13]. The base of our simulator is the MPLS tool
included in NS-2 and the RSVP-TE implementation provided by [14]. In order to adopt this
simulator to our task the following expansions have been prepared:

• physical separation of control and data planes,

• supporting for asymmetrical architecture,

• end-to-end data plane protection methods,

• various recovery strategies

The architecture of implemented extensions are described in [15]. The newly added func-
tionality is the segment recovery method. This functionality must be tested and verified.
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Therefore, several simple simulation has been prepared. Simple network used for validation
of segment protection method is depicted on figure 1.

The tests performed for verification includes:

• establishment of segment protection LSP

• segment recovery (switch over)

• control plane signaling after failure

• release of reservation for protection LSP

Figure 2 illustrates several steps of testing process. The first step is the LSP establishment. In
this step the protected LSP is created by sending Path message from ingress to egress. This
message contain SERO object including planed protection LSP. The protection LSP estab-
lishment is initiated on branch node not before Resv message comes back from egress node.
Thus branch node send the Path message to Merge point end expect return Resv massage
send by Merge. Established protection LSP is independent one with special Association ob-
ject which is used to assign with protected LSP. Processing of protected and protection LSP
establishment is designed according RFC recommendation [11].

The key step of verification is the test of protection by segment recovery. The PathErr
message processing was modified according to RFC recommendation to support switch-over
to protection LSP. Therefore, after a failure in the data plane the PathErr is send upstream.
Typically, this message is processed up to the ingress but in the segment recovery is processed
to the first branch point which can support protection of failed segment. After the protec-
tion LSP is established Forward Information Base (FIB) contains necessary information for
switching data from protected LSP on all nodes except Branche point. When the PathErr is
received on Branche node the FIB is modified and data is switched-over immediately.

The last step of test is the release process. The PathTear messages are processed in
protected LSP but also must by pushed to protection LSP. Also when protected LSP fails and
protection is in use PathTear must be forwarded from protection to protected LSP.

4.2. Model of GMPLS network and performance test

The topology used for performance test is depicted on figure 3. Both the control and
data plane are symmetrical. The source of data flow (UDP stream) are nodes 0, 6, 12 and
18. The destination is chosen from the same set of nodes. Thus there are four pair of source
and destination. The pair of source and destination, start time and duration of flow is chosen
randomly. Moreover, random number on randomly chosen links are planed to fail on data
plane. The Label Switched Paths pre-established and pre-allocated based on routing infor-
mation (OSPF-TE). In order to measure the performance of service number of lost packet is
monitored.

Several simulations are started with different protection method and with symmetrical
and asymmetrical topology. The first simulation is used as a baseline. In this simulation data
plane is not protected. Table 1 shows the results of this simulation.
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Fig. 2. Verification of simulation module for segment recovery.

Fig. 3. Network topology used for simulation
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The second simulation uses segment recovery technique and symmetrical topology. Ta-
ble 2 presents the simulation results.

The next simulation with segment recovery and asymmetrical topology takes the same
results in spite of disabled 6 links in control plane. The last two simulation uses the end-to-
end protection with symmetrical and asymmetrical topology. The number of lost packets is
very high (350 to 1000).

Table 1. Simulation without protection

Simulation time 10s
Number of LSP 10
Number of packed send 4681
Number of failures 5
Number of packet lost 1106

Table 2. Simulation with segment recovery

Simulation time 10s
Number of LSP 10
Number of packed send 4681
Number of failures 5
Number of packet lost 4

4.3. Analysis of the results

In the second and the third simulation the number of lost packets is very low as suspected.
The recovery LSP are short and overlaps. Therefore primary LSP is protected in spite of
failure in one recovery LSP. The asymmetry of the functional planes has no great impact to
the performance. Again, due to short recovery paths. In the last two simulations the number
of lost packets reaches almost 1000. This is the result of failure in protection LSP. The
protection LSP are long and, therefore, end-to-end protection is susceptible for failures. The
number of link failure in data plane is five within 10 seconds. It almost completely destroys
protection of primary LSPs.

5. Conclusions

The simulation results confirm the efficiency of the segment recovery technique. Espe-
cially when the size of protected segment is not too big. Switching to recovery LSP is almost
immediate. In our simulation only one packet is lost per failure. Moreover overlapping re-
covery LSP protected certain LSP is very effective. If one recovery LSP is failed other can
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still support recovery for failed link or node. The end-to-end protection is much less efficient
if used without any method for backup LSP reestablishment. The disadvantage of recovery
LSP is high level of bandwidth reservation. Especially when recovery LSP are overlapping.
However the size of the segment can be adjusted to satisfy low delay requirement and cost of
resources reservation.

The influence of the asymmetry on the overall performance is insignificant when protec-
tion LSP is short and increase when protection LSP becomes longer.

The in-depth analysis of efficiency of the segment recovery mechanisms require much
more well prepared simulations. The future work will be, therefore, focused on detailed study
of influence of described mechanism on such parameters as MTTR (Mean Time To Restore)
and intensity of the control plane messages taking into consideration different topologies and
architectures of the functional planes.
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Abstract: In the paper analytical models of two service differentiation schemes for optical burst switched 

network: extended offset time based and PPS (Preemptive Priority Scheme) are revised. Also accordance of 

analytical models for those schemes is studied when complete class isolation is assumed. Furthermore authors 

introduce an analytical model which describes an effective degree of isolation when burst switched network 

employs both schemes and JET signaling. The comparison of analytical and simulation results are also included. 

Keywords: OBS, QoS, offset time, PPS, JET signaling, analytical and simulation model 

 

 

1. Introduction 

 

Optical burst switching is considered as a promising solution for all-optical next 

generation network. An important issue in optical burst switched networks is service 

differentiation. So far many proposals have been published within this subject. The most 

significant service differentiation schemes are based on extended offset time [1], 

preemptive priorities PPS [6] and PPBS [3] or intentional burst dropping (proportional 

QoS [4]).  

In extended offset time based scheme lower burst loss probability for a certain class 

can be achieved by extending its offset time. If the offset time difference between class i 

and class j is large enough, then class i is completely isolated from class j, which means 

that class i burst cannot be blocked by class j burst. The analytical model for extended 

offset time scheme is presented in [1][2] and it describes burst loss probability in a single 

node. 

In PPS it is assumed that higher priority burst can preempt lower priority burst with a 

certain probability when lower priority burst is blocking higher priority burst. Analytical 

model that describes burst loss probability in a single node is presented in [6]. 

Service differentiation by extending offset time comes off natural properties of 

signaling for distributed control architecture in optical burst switched network. Therefore 

if a PPS scheme is used along with JET signaling [7] both mentioned service 

differentiation scheme could be applied. 

When both schemes are applied the effective degree of class isolation depends on 

offset time difference and preemption probability. Different values of offset time 
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difference and preemption probability can result in the same value of effective degree of 

isolation. Therefore the same value of loss probability can be achieved for different 

values of those parameters. Analytical model for calculating effective degree of isolation 

will be introduced and validated by simulation.  

When both schemes assume complete class isolation then analytical models, even 

though they are different, should give the same loss probabilities. This also will be 

verified mathematically and by simulation. 

The paper is organized as follows. In section 2 analytical models for extended offset 

time scheme and PPS are reminded and also a model for combination of those two 

schemes is introduced. Also in this section the simulation model is described. The results 

of research are presented and discussed in section 3 and the paper is ended with the 

conclusions. 

 

2. Analytical and simulation models 
 

2.1. Extended offset time 
 

Analytical model for extended offset time based scheme [2] assumes complete class 

isolation, full wavelength conversion, non-blocking switch and N wavelengths in 

outgoing link. 

If there are K class of traffic (0…K-1, where 0 means the highest priority) and class i 

(i = 0, 1, …, K – 1) is completely isolated from any other lower priority class then burst 

loss probability for class i can be calculated from: 
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where iλ  is class i burst arrival rate and B0,i is burst loss probability averaged over class 0 

through class i. Averaged burst loss probability B0,i can be obtained from Erlang-B 

formula: 
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where Aj is the offered load for class j. 

The degree of isolation Ri,j was also introduced in [1]. It is defined as a probability that 

class j burst cannot block class i burst. Its value can be calculated from following 

equation: 

 )(1, j
j

off
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offji LttPR >−−= , (3) 

where toff
i
 is the offset time for class i and Lj is class j burst duration. 

Presented analytical model is only accurate if Ri,j = 1 as it assumes complete class 

isolation.  
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2.2. Preemptive Priority Scheme 

 

Analytical model for PPS service differentiation scheme [6] assumes only two class of 

traffic (namely 0 and 1, where 0 means highest priority), full wavelength conversion, 

non-blocking switch and N wavelengths in outgoing link. It is based on multi-

dimensional Markov chain. In PPS class 0 burst can preempt class 1 burst with 

probability p0,1 when class 1 burst is blocking class 0 burst. Burst loss probability for 

class 0 can be calculated from: 

 ∑
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where Pm,n is the probability of state in which service system is serving m bursts of class 0 

and n bursts of class 1. Burst loss probability for class 1 can be obtained from: 
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The probabilities Pm,n are calculated from system steady state equations. Steady state 

equations can be obtained from system state transition diagrams shown in Fig. 1. 

 

 
Fig. 1. State transition diagrams for certain cases; S(m,n) stands for state in which system is 

serving m class 0 bursts and n class 1 bursts; a) S(0,0); b) S(N,0); c) S(0,N); d) S(m,n), where: 0 < 

m + n < N; e) S(m,n), where: m + n = N, m < N, n < N. 

 

Based on Fig. 1 system steady state equations can be written as follows: 
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Analytical model for PPS doesn’t take into account that segmentation of low priority 

bursts can occur and therefore class 1 loss probability might be lower. Segmentation is 

only possible when offset time for class 0 is shorten then class 1 burst duration and it 

happens when both class 0 burst and it’s header arrive when class 1 burst is being 

serviced (Fig. 2). 

 
Fig. 2. Burst segmentation in PPS. 

 

2.3. Combination of both models 

 

If both schemes are applied and only two class of service are assumed then the degree 

of isolation results from R0,1 and p0,1.  

Lets assume situation when class 0 burst arrives in state S(N-n,n) in which N-n class 0 

bursts and n (n > 0) class 1 bursts are being serviced and the N is the number of 

wavelengths in outgoing link. 

Newly incoming class 0 burst in state S(N-n,n) can be served without preempting any 

of n class 1 bursts if the offset time difference is large enough that class 0 burst won’t see 

at least one class 1 reservation. For a single wavelength probability that class 0 burst 

won’t see class 1 reservation is equal to R0,1. If there are n class 1 reservations and bursts 

are served independently then that probability is equal to 1-(1-R0,1)
n
.  

On the other hand preemption will occur if newly incoming class 0 burst sees all 

reservations made for class 1 bursts. Therefore preemption in state S(N-n,n) occurs with 

probability p0,1(1-R0,1)
n
. 

Probability that newly incoming class 0 burst in state S(N-n,n) is successfully served 

can be written as follows: 

 ( ) nn
RRpnnNSp )1(11)),(( 1,01,01,01,0 −−+−=− . (7) 

Equation (7) defines the effective degree of isolation in state S(N-n,n). 
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Analytical model for PPS can be adopted to obtain burst loss probabilities for 

combination of both models by replacing p0,1 by p0,1(S(N-n,n)). Therefore system steady 

state equations (6) can be rewritten as follows: 
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and burst loss probabilities can be calculated from following equations: 
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In Fig. 3 and Fig. 4 we show the effective degree of isolation as a function of p0,1 and 

R0,1 for S(N,0) and S(N-1, 1) when N = 8 and offered load is 0.8Erl per wavelength. 

 
Fig. 3. Effective degree of isolation as a function of p0,1 and R0,1 for S(N-1,1) when N = 8. 
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Fig. 4. Effective degree of isolation as a function of p0,1 and R0,1 for S(0,N) when N = 8. 

 

It can be concluded from Fig. 3 and Fig. 4 that the same value of effective degree of 

isolation in certain state S(N-n,n) can be achieved for different p0,1 and R0,1 values.  

Moreover analytical model for PPS should lead to the same results as model for 

extended offset time based scheme in case of complete class isolation (i.e. when R0,1 = 1 

and p0,1 = 1). Consideration of burst loss probabilities under assumption of complete class 

isolation gives the following results (based on equations (1), (2) for offset time based 

scheme and (4), (5), (6) for PPS):  
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where µi is the class i service rate. Burst loss probabilities for class 0 are equal, but loss 

probabilities for class 1 differ. In fact burst loss probabilities for class 1 are different 

unless service rates for class 0 and class 1 are equal (µ0 = µ1). 

 

2.4. Simulation model 
 

For the need of the analytical models verification an event-driven burst switched 

network simulator has been developed. Simulator is completely written in JAVA 

language and it takes advantage of object oriented programming.  

Simulator implements both service differentiation schemes and JET signaling. For 

extended offset time based scheme an LAUC-VF channel scheduling algorithm [5] is 

provided, while PPS is using modified version of LAUC-VF algorithm (it takes priorities 

into account).  

Channel scheduling algorithm for PPS looks for an idle channel in a LAUC-VF 

manner. If there is no idle channel then channel occupied by lower priority burst and with 

minimum overlapping is chosen. Therefore newly incoming burst is served when: 

- there is an idle channel, 

- or there are no idle channels and at least one lower priority burst is being serviced 

and preemption occurs. 

Analytical models are validated by simulation assuming two class of traffic. For 

extended offset time based scheme and PPS, burst loss probability is measured in a 

function of total offered load per wavelength. In both cases complete class isolation is 

assumed (i.e. R0,1 = 1 and p0,1 = 1). Bursts lengths for class 0 and 1 are exponentially 

distributed with mean 100 kB. Transmission rate on a single wavelength is 1 Gb/s. Burst 

arrival rate has also exponential distribution and its mean value is adjusted to achieve 

proper offer load value. Burst arrival rates are equal for both classes (λ0 = λ1). For PPS, 

the offset time for class 0 is much longer then mean burst duration of class 1 so burst 

segmentation won’t happen.  

When both schemes are applied, two cases are simulated: when (p0,1 = 0.5, R0,1 = 0.75) 

and (p0,1 = 0.75, R0,1 = 0.5). Other simulation conditions are same as in previous 

simulations. Simulation results are compared with analytical one for superposition of both 

schemes. 

Finally extended offset time based scheme is simulated when service rates for class 0 

and class 1 are different and R0,1 = 1. Two cases are studied: when µ0 = 0.25µ1 and µ0 = 

4µ1. Burst arrival rates are equal for class 0 and 1 (λ0 = λ1) and are adjusted to achieve 

proper value of offered load. Simulation results are compared with analytical one for both 

schemes. 

The results are presented in the following section. Simulation results are presented 

with 95% confidence interval. 
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3. Results 
 

From Fig. 5 and Fig. 6 it can be concluded that analytical models for extended offset 

time scheme and PPS are quite accurate. In both cases when N = 1 loss probability is 

smaller then in theory, but when N = 4 or N = 8 there is no significant difference between 

analytical and simulation results. 

For superposition of both schemes (Fig. 7 and Fig. 8) it can observed that introduced 

analytical model is accurate. It can also be concluded that some values of p0,1 and R0,1 

result in similar burst loss probabilities. In both cases ((p0,1 = 0.5, R0,1 = 0.75), (p0,1 = 0.75, 

R0,1 = 0.5)) class 1 burst loss probabilities are nearly equal. Class 0 burst loss probabilities 

differ, but this difference is marginal.  

When service rates for class 0 and 1 are different (Fig. 9 and Fig. 10) analytical model 

for extended offset time scheme gives lesser burst loss probability for class 1 when µ0 = 

0.25µ1 and higher when µ0 = 4µ1. Analytical model for PPS is more accurate however 

analytical model for offset time based scheme can be easily adopted to calculate loss 

probabilities when there are more than two service class. In PPS it seems to be much 

more difficult. 
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Fig. 5. Burst loss probability for extended offset time based scheme. 
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Fig. 6. Burst loss probability for PPS when p0,1 = 1. 
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Fig. 7. Burst loss probability for superposition of both schemes (N = 4). 
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Fig. 8. Burst loss probability for superposition of both schemes (N = 8). 
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Fig. 9. Burst loss probability when µ0 = 0.25µ1 and µ0 = 4µ1

 (N = 1). 
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Fig. 10. Burst loss probability when µ0 = 0.25µ1 and µ0 = 4µ1

 (N = 8, only class 1 results presented for 

readability). 

 

4. Concluding remarks 
 

Analytical models for extended offset time based scheme and PPS are quite accurate. 

Analytical model for PPS can be adopted to obtain burst loss probability even when 

extended offset time scheme is applied and it is more accurate then the original one. From 

simulation results when both schemes were applied it can be concluded that introduced 

analytical model can be used to accurately calculate burst loss probability. 

Presented service differentiation schemes offer acceptable burst loss probability in a 

single node under typical load (i.e. A/N  ~ 0.6Erl – 0.8Erl) if number of wavelengths is 

relatively large (for example N = 128) and that probability can be estimated by analytical 

models. Fiber delay lines can be used to reduce loss probability as was shown in [1], but 

today adding FDL may dramatically increase cost of a single node.  
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Abstract: We present two architectures for implementing optical buffers. Both use QD-SOA devices as 

wavelength converters and fixed-length delay lines that are combined to form both output queued and "parallel 

buffer" switches. Scheduling algorithms are proposed to prevent packet collision and the computer simulation 

results are also given.  
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1. Introduction 

 

In this paper we present novel optical switch architectures. There are many important 

issues that we have to concern to implement this architectures in a real-world system. As 

we all know, an optical transmission is currently a common standard. To obtain best 

results we have also to try omitting an optical-electronic-optical conversion in switching 

devices. Though many progresses are done now, all-optical packet (burst) switching 

systems are only in development phase. We present two architectures for implementing 

optical buffers. Both use QD-SOA devices as wavelength converters and fixed-length delay 

lines that are combined to form both output queued and "parallel buffer" switch. QD-SOA 

(Fig. 1) acts like a wavelength converter but as opposed to earlier presented SOA`s it can 

operate on WDM signals. It can be used both in a buffering stage and a switching stage. 

More detailed description of this device is provided in [1]. Physical layer simulation of an 

optical buffer based on QD-SOA`s is carried out in [4].  
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               Fig. 1. QD-SOA model 
 

 

2. Switching architectures 

 
 

The first of presented architectures is based on output queuing and depicted in Fig. 2. 

Based on [1], we assumed that WDM input signal consists of 4 wavelengths: λ1… λ4. 

First QD-SOA changes wavelength so that packets enter the branch that correspond to the 

proper output. 

 

 
Fig. 2. Output queued switch architecture with the optical buffer. 

 

 

Switching control should be easy to implement and done in a very fast way. To 

achieve maximum simplicity, we use counters as the main component in the scheduling 

process. We assume that every output has its own counter that shows the current buffer 

state (a queue length). An example of the counter is shown in Table 1. The scheduling 

algorithm is described below. 
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Output number 1 2 3 4 

Delayed packets [counters] 3 2 2    0 

 

Tab.1. An array representation of  counters. 

 
 

There are n counters; each of them shows how many packets are in the queue to the 

given output. In the beginning we started from resetting all counters. In every time slot 

we decrease all counters by one (if counter > 0) and check if any packet appears at any 

input. If a new packet appears we check the counter, determine a proper delay, and 

increase the counter by one. In every time slot we may begin to search from the input 

next to the last searched, so that every input will have the same priority. At the end of 

every time slot, we decrease all counters by one. 

 

Counter-based scheduling algorithm: 

1. In the first time slot  set all counters on zero 

2. Set i=0,  

3. Check  if there is a new packet in i-th input  

4. If there is a new packet,   

a. Determine its delay by counter value.  

b. Change counter value: 

new counter value = old counter value + packet length  

5. If not, i = i+1 and go to step 3. If all inputs are checked, go to step 6 

6. Set QD-SOA’s,  

7. Decrease all counters by one 

8. Go to next time slot and start from step 2. 

 

The presented architecture has many advantages. First of all, it is an output buffering 

switch which is characterized by the best queuing properties. Using 4 internal 

wavelengths for one input wavelength, we can obtain the 15 time slots buffer in 2 QD-

SOA sections. Adding one more QD-SOA extends buffer to 63 time slots (Fig. 3). The 

proper buffer size depends on traffic conditions as well as the size of the switch.  

 

 

Fig. 3. Proposed optical buffer in output queued switch 

 

 

 



 46

One of the interesting functions of QD-SOA is that it may copy one signal to more 

than one wavelength, so packets can be distributed over many outputs. As such we are 

able to apply the multicast feature in this architecture. There is also no need to segment 

packets into smaller fixed-size cells.  

Other interesting architecture is depicted in Fig 4. Buffer size is equal to 15 time 

slots. We assume that input WDM signal consists of 4 wavelengths: λ1… λ4 and is 

introduced to QD-SOA. Every control signal convert input wavelength to one of four 

wavelengths so that the optical signal goes through the relevant MUXs output and reaches 

the next QD-SOA. The second QD-SOA converts the signal to achieve desirable delay. 

After the buffering stage, a switching should be performed. It can be accomplished by 

combining an AWG and a QD-SOA.  

 

 

 
 

Fig. 4. Switch architecture with parallel, optical buffer. 
 

The main problem arises when 2 or more packets from the same input go to different 

outputs but arrive to the same QD-SOA simultaneously. Counter-based scheduling 

algorithm doesn`t take it into consideration and the packet contention appears. In the 

proposed “parallel buffer” architecture, there will be no contention in the buffering stage 

but could appear in the switching stage.  

Let us consider the example shown in Figures 5-7. In x-th time slot only packet P1,2 

(from the first input to the second output) enter the switch. It goes through the third 

branch and then enters the first delay line. Six time slots later, packet P1,4 enters the 

switch. The route for this packet within the buffering stage is shown in Fig.6. In (x+8)-th. 

time slot both packets enter the switching stage. QD-SOA will not serve two signals from 

the same input at the same time. Contention will occur because this is not possible to 

convert e.g. λ1
I
 and λ1

II
 simultaneously in one QD-SOA device. Of course, it is possible 

that more than 2 packets will compete in the QD-SOA. This situation is analogous to that 

considered earlier and will not be further discussed.  
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Fig. 5. Packet P1,2 enter the switch in x-th. time slot. 

 

 

 
 

Fig. 6. Packet P1,4 enter the switch in (x+6)-th. time slot. 
 

 

 
Fig. 7. Both packets leave buffering stage at the same time slot and packet contention  

appears on the input of the third QD-SOA 

 

 

To overcome this problem we propose the following solutions. One of them is to use 

more internal wavelengths (hardware dependent); the second one is more sophisticated 

and will be described below.  

We assume that packets are of fixed size and their duration is one time slot. Every 

input has its own array, where the proper delay is computed. When the packet enters the 

switch and its delay is set, it is marked by “X” in a relevant time slot of the array. At the 

same time we should prevent packet contention from the same input, so we mark “F” in 

all other cells corresponding to this time slot. Next, we are searching for the next free 
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time slot, which we can sent packet to this output and mark it by “P”. Then we mark that 

this time slot to given output is busy now and shouldn`t be used by other inputs 

Appropriate pointers are set on the next empty field. At the beginning of the next time 

slot, all values are moved one step left. Fifteen time slots array for the first and the second 

input in some x-th. time slot is shown in Tab. 2 and Tab. 3, respectively.  

 

 
Output/TS 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 B F F X B B P         

2 P F F F            

3  F X F P           

4  X F F P           

Tab. 2. Time slot occupancy for the first input 

 
Output/TS 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 X B F B X B P         

2 F P F F F           

3 F P B F F           

4 F B X X F P          

Tab. 3. Time slot occupancy for the second input 

 

X – in this time slot, a packet leaves the buffer 

F – this time slot is forbidden for this input because another packet from this input leaves 

the switch. 

B – indicates that some other input uses this time slot 

P – points to the first time slot in which we can sent packet to relevant output  
 

The parallel buffer architecture has many advantages. First of all, we can implement 

15 time slots buffer using limited number of QD-SOA sections. This is very important in 

optical domain systems because of optical signal to noise ratio. Total number of QD-SOA 

is 5 but signal has to go only through 2 QD-SOA stages. We have assumed that an input 

signal consist on w = 4 different wavelengths. It is worth noticing that the number of 

input wavelengths depends on QD-SOAs and will be higher as technology will be more 

mature. The total size of the buffer depends on w and is equal to w
2
-1. Presented buffer 

architecture could be more cascaded. An example of the buffer of size 31 is depicted in 

Fig. 8.  
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    Fig. 8. Switch architecture with parallel, optical buffer, b=31 

 

 

3. Simulation experiments 

 

In simulation experiments, we consider the Bernoulli arrival model where cells 

arrive at each input in slot-by-slot manner. Under the Bernoulli arrival process, the 

probability that there is a cell arriving in each time slot is identical and independent of 

any other slot. The probability that a cell may arrive in a time slot is referred to as the 

load of the input. The experiments have been carried out for a wide range of traffic load: 

from 0.05 to 0.9 with the step 0.05. Time preceded the exact simulation was 10000 cycles 

and exact simulation lasts 90000 time slots. The results are presented in charts 9-12 and 

ranged from 0.5 to 0.9. The lower load was omitted because of small measured values. 

We have evaluated following performance measures: a maximum occupancy of the buffer 

and a mean cell delay in case of b = infinity as well as the cell loss probability and mean 

cell delay when b = 15, 31 and 63. "Parallel buffer" architecture suffers from a higher 

mean cell delay and maximum buffer occupancy. That is obvious, because output queued 

switches are referred to as ideal. It is worth noticing that in case of "parallel buffer" 

architecture for the load lower than or equal to 0.7 (b = infinite) the mean cell delay was 

less then 3 time slots, which may be considered as very satisfactory. For the load less then 

0.85 (b = infinite) mean delay do not exceed 8 time slots, regardless of the switch. 

Maximum buffer occupancy for N=16 in case of output buffered switch was 45 cells and 

for the "parallel buffered" switch was 63. Thus there was no losses in both architectures 

and measures was analogous to the simulation with b = infinite. Applying 16. time slots 

buffer, losses have shown up under the load equal to 0.6. Increasing the size of the buffer 

to 31, packet losses appears under the load equal 0.8. Simulation results for the 

architectures when b=31 are shown in Tab 4. It is worth noticing that considering QD-

SOA`s devices which convert each signal to one of four wavelengths and using buffer in 
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the first proposed switch architecture, we cannot implement 31 time slot buffer. In that 

case, simulation was prepared only for theoretical comparative purposes.   

 

Architecture Size Load CLP Average delay 

Parallel 4x4 0,9 2,40E-04 9,96 

Output 4x4 0,9 2,49E-05 3,36 

Parallel 8x8 0,85 3,23E-05 7,6339 

Output 8x8 0,85 1,47E-06 2,48 

Parallel 8x8 0,9 9,90E-04 12,41 

Output 8x8 0,9 9,03E-05 3,99 

Parallel 16x16 0,8 4,69E-06 5,61 

Parallel 16x16 0,85 7,57E-05 8,36 

Output 16x16 0,85 2,20E-06 2,65 

Parallel 16x16 0,9 1,50E-03 13,58 

Output 16x16 0,9 1,10E-04 4,19 

       
            Tab. 4. Cell loss probability and average cell delay, b = 15 

 

4. Conclusion 

 

In this paper we have proposed novel optical switch architectures using QD-SOA 

devices. Both architectures achieve very interesting results, considering both mean cell 

delay and maximum buffer occupancy. The 4x4 output buffered switch in case of large 

buffers can be implemented using fewer QD-SOA devices than "parallel buffered" 

switch. Nevertheless, the number of necessary hardware is dependent on the number of 

outputs. When QD-SOA devices become more mature and allow to simultaneous convert 

more than 4 input signals, "parallel buffer" architecture become more profitable, because 

the number of used QD-SOA depends only on the buffer size. At the moment we are 

working on the multicast feature and adapting the algorithm used in "parallel buffer" 

architecture to optical burst switching. 
 

 
            

Fig. 9. Average cell delay.b = infinite                       Fig. 10. Maximum buffer occupancy. 

                 b = infinite       
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     Fig. 11. Cell loss probability, b=15                                   Fig. 12. Average cell delay, b = 15 
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Abstract: In this paper we are going to investigate the non-blocking operation of multirate  

log2(N; m; p) switching networks with multicast connections. The nonblocking operation of multi-log2N switching 

networks for point-to-point connections was firstly considered in [5], [6]. Conditions under which these switching 

networks are nonblocking for multicast connections were proposed by Tscha and Lea [7] and corrected by the same 

authors in [8]. They considered a wide-sense nonblocking switching networks and proposed a control algorithm 

based on the blocking window of a given size. Their results were later generalized by Danilewicz and Kabaciński to 

blocking windows of any size [9], [10], [11]. Multirate multi-log2N switching networks for point-to-point connections 

were considered by Lea in [14] and by Kabaciński and Żal in [15]. Frank K. Hwang and Bey-Chi Lin in [17] made an 

attempt to extended these connections to multicast log2(N; m; p) networks but encountered some difficulties which 

were commented by Danilewicz and Kabaciński in [18] where the correct results were given. In this paper we will 

extend these known results to multirate c switching networks with multicast connections and this is the continuation 

of results given in [16], [17] and [18]. The nonblocking operation at the connection level is considered.  

 

Keywords: wide-sense nonblocking networks, multicast, multirate, multi-log2N switching networks 

 

1. Introduction 

 
In future telecommunication networks large capacity routers will be needed. These 

routers will use high-capacity and high-speed switching networks based on optical 

transmission units and optical switching elements. Many papers have been published 

concerning the space and time domain as well as the wavelength domain (WDM) 

switching [1], [2], [3], [19], [20].  

One of the architecture considered for both high-speed electronic and photonic 

switching is a switching network composed of log2(N; m; p)  stages. However, the main 

drawback of such architecture is its blocking characteristics. To create nonblocking 

architecture two methods were proposed: vertical stacking and horizontal cascading. 

Switching networks obtained by vertically stacking p copies of log2(N; m; p)  switching 
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networks are called multi-log2N switching networks. Nonblocking operation of such 

networks for point-to-point connections were considered in [5], [6]. Horizontal cascading 

method introduces a greater number of stages between each inlet-outlet pair. These 

additional stages introduce a greater delay. The major benefit of this method is the lower 

cost than in the vertical stacking method. The switching network obtained by the vertical 

stacking method is called the multi-log2N switching network. It consists of p copies of 

vertically stacked log2(N; m; p) networks. The benefit of VS method is the same number of 

stages. Conditions under which these switching networks are nonblocking for multicast 

connections were proposed by Tscha and Lea [7] and corrected by the same authors in [8]. 

They considered a wide-sense nonblocking switching networks and proposed the control 

algorithm based on the blocking window of a given size. Their results were later 

generalized by Danilewicz and Kabaciński to the blocking window of any size [9], [10], 

[11]. Multirate multi-log2N switching networks for point-to-point connections were 

considered by Lea in [14] and by Kabaciński and Żal in [15]. 

In [16] were given results for log2(N; 0; p) switching networks and discrete bandwidth 

case, when  21 nt ≤≤ . In [17] were given results for log2(N; 0; p) switching networks and 

continuous bandwidth case, for ( ]βbB ;1−∈  and ( ]21;21 bB −∈ , ( ]21;41∈b  sub cases. In 

[18] were given results for log2(N; 0; p) switching networks and discrete bandwidth case , 

when   112 −≤≤+ ntn . In this paper nonblocking conditions for multirate multicast 

connections will be considered and the results will be  extended for log2(N; m; p) 

switching networks and discrete bandwidth case, when  21 nt ≤≤ . 

The paper is organised as follows. In Section 2, the model used in this paper is 

described. In Section 3, non-blocking conditions for log2(N; m; p),   21 nt ≤≤  for discrete 

bandwidth case are given and proved. In Section 4 example of the worst state of 

( )16;1;32log2  switching networks is shown. In Section 5 numerical results and analysis 

were given. Finally, concluding remarks were given. 

 

 

2. Model description 
 

Multi-log2N switching networks are constructed by vertically stacking p copies of 

log2(N; m; p) networks. Each of log2(N; m; p) switching networks is called a plane and is 

composed of 2 x 2 switches arranged in log2(N; m; p) stages. There are some equivalent 

topologies [6]. The topology of one network can be transform to another network by 

changing the position of the switches. These networks are self-routing.  

Similarly as in [3], [4], and [7] we will use the algorithm based on blocking windows. 

In this concept a set of all outputs is divided into subsets. Each such subset is called a 

blocking window (BW). A new multicast connection is divided into subconnections, were 

outputs requested in each subconnection belonging to one blocking window.  
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Definition 1. Let the set of inputs }1,...,2,1,0{ −= NOOOO  will be divided on KN  subsets 

})1(,...,2,1,{ −+⋅+⋅+⋅⋅= KiKiKiKiKiOOOO , where ]1;0[ −∈ KNi , t
K 2= , [ ]nt ;1∈ . Each 

of subsets iOOOO  will be called the blocking window (BW). 

 

Throughout the paper we will use following notations: iNBW  (number of blocking 

windows), iNCP  (number of connection paths), iSI  (accessible inputs), iSO  (accessible 

outputs), MMC  (maximum multicast connection). Definitions of these elements can be 

found in [16], [17]. We will use also the bipartite graph representation described in these 

papers. 

 

Let’s ωYx ;;  be a new connection. This connection will go through vertices x and y in 

stages 0 and n, respectively, and some vertices in stages from 1 to n – 1. When circuit 

switching is used, no paths are allowed to intersect at any vertex in one plane. In the case 

of multirate switching more connections may be realized through the same vertex provided 

that the sum of weights of these connections will be less than or equal to 1 (i.e. to the 

corresponding inter-stage link capacity). In stage 1, connection ωYx ;;  may be blocked 

by connections ηlk ;;  (where 1SIk ∈ , 1SOl ∈ ) from one new input, when the total 

bandwidth of these connections is greater than ω−1 . In stage 2, this connection may be 

blocked by connections ηlk ;;  (where 2SIk ∈ , 2SOl ∈ ) from two new inputs, when the 

total bandwidth of these connections is greater than ω−1 . Generally, a new connection 

may be blocked in stage i (where 11 −≤≤ ni ) by connections ηlk ;;  (where iSIk ∈ , 

1
2

−
=

i

iSI , 
iSOl ∈ , 1

2
−−

=
in

iSO ), when the total bandwidth of these connections is greater 

than ω−1 . 

 

We will use the following algorithm for setting up a new connection ωYx ;; . 

 

Algorithm 1: 

 

Step 1. Divide connection ωYx ;;  to subconnections ωYx i ;;  such that iY  contains all 

possible outputs of set Y belonging to the same blocking window iO . 

Step 2. Try to set up the subconnection though one of already occupied planes starting 

from plane used for setting up the last connection. 

Step 3. If Step 2 failed set up the subconnection through one of free planes (not occupied 

planes). 

 

3. Non-blocking conditions 

 
We will prove the sufficient nonblocking condition by showing the worst state of the 

switching network. Let  ωYx ;;  is a new connection. This connection may be point-to-
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point connection or a part of a multicast connection. This connection may be blocked by 

( ) ( ) =+− 11 bω ( ) bbω +−1  connections of weight b, set up in the same node.  

In each of N  inputs in stage 0 and N  outputs in stage n up to  bβ  connections of weight 

b can be set up. In input x and in output y up to ( ) bωβ −  connections of weight b can be 

set up. In the switching network a connection of weight bk, bk=1,2,…K, is an equivalent to 

bbk  connections of weight b. On the assumption that we use only connections of weight 

b, we do not loose the generality of the approach. 

 

In the following Theorem we will use following equations: 

 

 
( ) ( ) bbωωα +−= 1

, 
( ) ( ) bωβωSIR m

−=;0 ,  (1, 2) 

 
( )   ( )( ) ( )ωαSIRbβSIωSIR m

i

m

i

m

i ⊗+= −1;
, 

( ) ( ) bωβωSOR m

mn −=+ ;
,  (3, 4) 

 
( )   ( )( ) ( )ωαSORbβSOωSOR

m

imn

m

imn

m

imn ⊗+= +−+−+−+ 1;
,  (5) 

 
( ) ( )m

mnmn SORωQ 21 −+−+ =
,     (6) 

 
( ) ( )( ) ( )ωαωQωQ imnimn ⊗⋅= +−+−+ 12

,where ti ≤≤2 ,   (7) 

 

( )
  ( )

( )
  ( )

( ) 






 +
=













 +
= −

−
−

ωα

ωRbβ

ωα

ωRbβ
ωiγ

m

i

im

i

m

i

SI

;2;
; 1

1
1 SISISISISISISISISISISISI

,  (8) 

 

( )
  ( )
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  ( )

( )







 +⋅
=













 +
= +−+

−
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ωα

ωRbβ
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ωRbβ
ωiγ

m

imn

im

imn

m

imn
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; 1

1
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, (9) 

 where ba ⊗  means the rest of dividing a by b. 

 

Theorem 1. The log2(N; m; p) multirate switching network is nonblocking in the wide 

sense for discrete bandwidth case when algorithm 1 is used if and only if: 
 

A: for 1=m ,  21 nt <≤ ; 1=m ,  2nt = , n is odd; 2=m ,  22 nt ≤≤  or  

     tm ≤<2 ,  2nt ≤  

 ( ) ( ) ( ) ( )



+







−⋅+⋅⋅+⋅≥

−−−

+=

−

+=

−−

=

∑∑∑ mitn
t

mi

SI

m
t

mi

SO

itn
m

i

SI BiγBiγvBiγp 22;2;2;
111

 

 ( )    
( )

( ) ( ) 12
2

2; +






⋅














































 −
−++

−m
t

tm

t ωαBα
Bα

bBbβ
bβBSOR , (10) 

where 0=v  for mt ≤ , 1=v  for mt > , 
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B: for 1=m , 2nt = , n is even  

 ( ) ( ) 12;2;1
2

1
+








⋅⋅+⋅≥

−−

=

−− ∑ itn
t

i

SI

tn

SI BiγvBγp , (11) 

 

C
(*1, *2)

: for 2≥m , 1=t ; 2>m , 2=t
(*1)

 or 2>m , mt <<2 ,  2nt ≤
(*2)  

where (*1) and (*2) denote that the part of equation (12); and when is used for cases denoted by (*1) and 

(*2), respectively 
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where  ( ) ( ) )1(*0 ;ωSORωV m

t= , ( ) ( ) )2(*0 ωQωV tmn −+= , 

 ( ) ( )   ( )( )( ) ( )ωαωαbβωVωV tiii
⊗⊗⋅+=

−− 22 11 ,  
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Proof. Let ωyx ;;  be a new connection. This connection may be a point-to-point 

connection or to be part of multicast connection. This connection can be blocked by 

connections of weight greater then ω−1   which passes through any of nodes belonging to 

the path of the new connection. 

This connection may be blocked by connections blk ;;  in stage i , ti ≤≤1 , inSIk −∈ , 

{ } m

jn

i

j SOyl −=∪∈ 1U . Since one path of this new connection in one plane is blocked by ( )ωα  

such connections blk ;;  and we have imnNCP −+  in nodes of stage imn −+ , therefore the 

number of blocked planes is given by 1p , where 

 
( )

∑
= −+

=
t

i imn

SO

NCP

ωiγ
p

1
1

;
 (14) 

It should be noted that for cases C
(*2)

 and D we have 2≥m ; a new connection is set up to 
22 −

=
t

Y , 0BWY ∈  outputs. In these cases the new connection in a multicast 

connection ωYx ;; , 22 −
=

t
Y , similarly as it was described in [13]. The highest number of 

plane is blocked in the nodes of stage 1−+ mn . However we should also consider some 

remind bandwidth on outputs, which will not block the plane in node of stage 1−+ mn , but 

the sum of these remain bandwidth my be cumulated in the nodes of stages 2−+ mn  and 

earlier. In these stages imn −+ , ti ≤≤2  we may have ( ) ( ) ( )ωαωQωQ imnimn ⊗⋅= +−+−+ 12  

connections which may block ( ) imn

it
ωQ +−+

−
⋅ 122   ( ) imnNBWωα −+  planes, so the total 

number of planes 1p  is given by: 

 

  ( )
( )

( )
( )

imn

imn

t

i

it

mn

m

mn

t

NCP

ωα

ωQ

NCP

ωα

ωSORbβ

p
−+

+−+

=

−

−+

+

−








 ⋅

+








 +

= ∑

1

21

1

1

2

2

;

2 . (15) 

At stages from 1 to t  we will consider multicast connections. At the stage i , ti ≤≤1  

connections blk ;; , { } m

j

i

j SIxk 1=∪∈ U  may be set up to iNBWL ∈  blocking windows. The 

rest of free bandwidth may be used by connections at stage 1+i . Generally, at stage i , 

connections blk ;;  may block ( ) ( )12; −⋅
−− itn

SI ωiγ  planes for a new one. In the worst state 

they may block 2p  planes, where 
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( ),1
;

1
2 −=∑

=

i

t

i i

SI NBW
NCP

ωiγ
p  (16) 

 

At stage c we may set up multicast connections to accessible blocking windows. In case 

A we may consider connections to 0BW  and 1BW . To 0BW  we may still set up ( )ωSOR
m

t ;  

connections of weight b . To 1BW  we may still set up  ( ) ( )  ( )ωαωαbωbβt
⋅−2  
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connections of weight b . Connections set up to this free bandwidth may block next planes 

for the new one. In the worst case these connections may block 3p  planes, where 

 

( )  
 

( )
( )

1

3

2
2;

+








 −
−+

=
t

t
tm

t

NCP

ωα
ωα

bωbβ
bβωSOR

p   (17) 

In cases C and D we may realize multicast connections to iBW  through the node of 

stage 1+t , where 12;1 −∈
−tni , Ni ∈ . There is at least free one totally free output and free 

bandwidth for ( )  ( )ωαbβt
⊗−12  connections of weight b   in the other outputs in the same 

blocking window. Theses connections together may block  3p  planes, where 

 

  ( )  ( )
( )

( )1

12

1

1

3 −








 ⊗−+

= +

+

t

t

t

NBW
NCP

ωα

ωαbβbβ

p  (18) 

It should be noted that mentioned-above connections do not exist for case B. 

 

In the blocking windows we may still have a free bandwidth. In 0BW  we may still set 

up ( )ωSOR m

t ;  connections of weight b . In the rest of iBW , where 12;1 −∈
−tni , Ni ∈  we 

may set up   ( )ωαbβt
⊗2  connections of weight b . Connections set up to through stage 

tmn −+  to outputs belonging to 0BW  do not block any additional plane. Connections set 

up through stage 1−−+ tmn  to the free bandwidth in outputs belonging to 0BW  and 1BW  

may block ( )   ( ){ } ( )ωαωαbβωV t
⊗+ 20  planes for the new connection. In these outputs we 

may still have a free bandwidth and we may use it for 

( ) ( )   ( ){ }( ) ( )ωαωαbβωVωV t
⊗⊗+= 22001  connections of weight  b . Connections set up 

through stage 2−−+ tmn  may block ( )   ( ){ }( ) ( )ωαωαbβωV t
⊗+ 2211  planes for the new 

connection. In the outputs belonging to accessible blocking windows may bandwidth still 

be free and we may have ( ) ( )   ( ){ }( ) ( )ωαωαbβωVωV t
⊗⊗+= 22112  connections of weight 

b . Generally, these connections may be realized through stages from 1−−+ tmn  to 1+t  to 

outputs belonging to BW . They may block ( )   ( )( )( ) ( )ωαωαbβωV tii
⊗⋅+

−− 22 11 , 

221 −−+≤≤ tmni  planes for a new one (where for stage 1−−+ tmn  we have  1V , for 

2−−+ tmn  we have  2V , …, for 1+t  - 12 −−+ tmnV ). On outputs belonging to accessible BW  

from stage itmn −−+ , we may still have free bandwidth 

( ) ( )   ( )( )( ) ( )ωαωαbβωVωV tiii
⊗⊗⋅+=

−− 22 11 . To this outputs we may realize connections 

through previous stages.  

In the worst state, connections to this free bandwidth at outputs belonging to accessible 

iBW , tmnit −+≤≤+1  may block 4p , where 
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In the worst case, these sets of planes ( 1p , 2p , 3p  and 4p ) are disjoint and one 

additional plane for a new connection ωYx ;;  is needed. 

 

For case A, from (14), (16) and (17) we obtain: 

   1321 +++≥ pppp   (20) 

Next, for case B, from (14) and (16) we obtain: 

   121 ++≥ ppp
  (21) 

For cases C and D, from (15), (16), (18) and (19) we obtain: 

   14321 ++++≥ ppppp
  (22) 

Equation (20), (21) and (22) must be maximized through all possible values of ω  so we 

obtain following formula: 

 ( ){ } 1max +≥
≤≤

ωSp
Bωb

 (23) 

where ( )ωS  is expressed by combination of  ...1 +p  related to (20-22) formulae.  

After puting Bω =  to formulae (20-22) we got (10-13) respectively. 

 

4. Example 
 

The example of the worst state of ( )16;1;32log2  switching network, when 2=t , 1=β , 

6.0=B , 2.0=b  (in case of 1=m ,  2nt = , n is odd) is shown in Figure 1. In this example, 

each BW contains 422
=  outputs, it follows that we have 822 25

=  BWs. The considered 

new connection is 6.0;0;0 . This connection of weight 6.0  needs to be set up on input, 

output and all intermediate nodes. This connection can not be set up through a plane if 

other connections of total weight equal or greater than 6.01 =+− bω  are already set up 

through any node on the path of this connection.  

In stages from tmn −+  to 1−+ mn , we may set up connection from inputs 14-17 to 

outputs in the first BW. These connections we may set up through different planes and in 

the worst state they will block 2121 =p  planes for 6.0;0;0 . In stages from 1 to t 

multicast connections may be set up. In the worst state these connections may be set up to 

each accessible blocking window (exception is the first blocking window where outputs 

are already occupied). There are connections of weight b set up through stage 1. These 

connections are equivalent of two connections of weight ( )ωα  (two connections 
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{ } 2.0;28;24;20;18;12;8;4;0  and one connection { } 2.0;29;25;21;17;13;9;5;0  set up from 

input 0 and four connections { } 2.0;28;24;20;18;12;8;4;1  from input 1. 
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- connection of weight b which we want to add

- bandwidth which make plane inaccessible for a new connection

 
Fig.1. Example for ( )16;1;32log2  switching network, when 2=t , 5=n , 1=m , 1=β , 6.0=ω , 

2.0=b . 

 

Following connections are set up: one connection { } 2.0;13;9;5;1  and two connections 

{ } 2.0;14;10;6;2 , tree connections { } 2.0;13;9;5;2  and three connections { } 2.0;14;10;6;3  

trough state 2. These connections together may block 21112 =p  planes. 

In stage 1+t  connections may set up which may block paths in next planes. Number of 

these connections depends on a free bandwidth in accessible blocking windows from stage 



 62

1+t . In this example we have: three connections { } 2.0;7;4 , two connections { } 2.0;3;5  

and one connection { } 2.0;7;5 . They may together block 13 =p  plane.  

All of mentioned connections meet at one common node to 6.0;0;0  at least. Therefore 

considered new connection has to be set up in   161321 =+++ ppp  plane. 

 

5. Numerical results and analysis  

 

In this section, we compare the result of different values of ω  and t . In Figure 2 is shown 

dependence { }Bbω ;∈   on number planes. The first observation from this figure is that 

when ω  increase then the number of planes increases as well. The explanation is that ( )ωS  

is nondecreasing function and mostly is expressed in denominator. If ω  increases, 

denominator decreases. The highest values of ( )ωS  is given for Bω = .  
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Fig.2. Comparison of number of planes versus omega.  

 

We gave this results for condition A using following values: 5=n , 1=m , 2=t , 1=B , 

1=β , 2.0=b  for condition B: 6=n , 1=m , 3=t , 1=B , 1=β , 2.0=b  for condition C
*(1)

 

6=n , 3=m , 2=t , 1=B , 1=β , 2.0=b . 

 

Analytical results of influence size of blocking window by changing t  value. On the 

figure 3 are shown that number of planes is inversely proportional of tendency to size of 

blocking window.  Second observation from this picture is that for 4=t  and 5=t  we got 

the same number of planes. This connection of t , n  and m  planes which cause additional 

alternate paths make p  on the same level and 1pp =  for this case. 
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Fig.3. Comparison of number of planes versus size of blocking window.  

 

We gave this results for condition A using following values: 12=n , 4=m , 1=B , 

1=β , 125.0=b . 

6. Conclusions 
 

In this paper we extend knows results for multi-log2(N; 0; p) to multi-rate multi-log2(N; 

m; p) with multicast connections. We proved wide sense non-blocking conditions for 

discrete bandwidth case for  21 nt ≤≤ . These conditions are universal for both multirate 

and single-rate. 
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Abstract: This paper proposes the approximate calculation methods of the blocking probability in switch-
ing networks with point-to-point selection, which are offered multi-service traffic streams generated by Binomial
(Engset)–Poisson (Erlang)-Pascal traffic sources. The proposed methods belong to the class of methods known
as the effective availability methods. The basis of the proposed calculation algorithms is the occupancy distribu-
tions in interstage links as well as in the outgoing links (forming outgoing directions). These distributions are
calculated with the help of the full-availability group model and the limited-availability group model. The results
of analytical calculations of the blocking probabilities are compared with the simulation results of three-stage
switching networks.

Keywords: BPP multi-rate traffic, switching networks, blocking probability

1. Introduction

Multi-service switching networks were the subject of many analyses [1–5]. The analyt-
ical methods of determination of traffic characteristics of such systems can be classified into
two groups. In the first one time-effective algorithms of solving local balance equations in
a multi-dimensional Markov process are searched for. However, in spite of its great accuracy,
this method cannot be used for calculations of larger systems which have practical meaning.
Methods of the other group consist in approximating a multi-dimensional service process
by the appropriately constructed one-dimensional Markov chain, which is characterised by
a product form solution [6–8]. Within the latter group, the most effective methods of switch-
ing networks calculations are the well-proven methods of the so-called effective availability
[3, 9, 10]. The effective availability is defined as the availability in a multi-stage switching
network in which the blocking probability is equal to the blocking probability of a single-
stage network with the same capability of the outgoing group and at analogous parameters
of the traffic stream offered. The modern methods of calculating the effective availability
are based on works [9, 10] and [3], where all the components of this parameter have been
defined. In [3], the practical and universal formulae for calculating the effective availability
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have been derived for arbitrary multi-stage switching networks carrying a mixture of different
multi-rate Poisson streams [3–5, 11].

Despite numerous studies in analytical modeling of switching networks with multi-rate
traffic, in most of the published papers known to the author, only the switching networks with
an infinite source population have been analysed. However, in modern networks, the ratio of
source population and the capacity of a system is often limited and the value of traffic load
offered by calls of particular classes is dependent on the number of occupied bandwidth units
in the group, i.e. on the number of in-service traffic sources [12–15]. One of the most exem-
plifying up-to-date system of this kind is the UMTS system in which obtaining of predefined
QoS parameters for particular services is accompanied with a necessity to limit the number of
concurrent users serviced by a given NodeB. Simultanously, the switching techniques used in
the UMTS system (and in ATM in particular) allow to determine equivalent bandwidths for
particular classes of call streams and, in consequence, to apply multi-rate models. The first
and only method of point-to-group blocking probability calculation in switching networks
with a finite source population, limited to the Engset traffic case, was published in [16].

In this paper the new methods of blocking probability calculation in the switching net-
works with Binomial&Poisson&Pascal traffic streams has been proposed, i.e. Point-to-Point
Blocking for Multi-rate traffic with Finite source population method (PPBMF) and Point-to-
Point blocking for multi-rate traffic with Finite source population - Direct method (PPDF).
The paper is organised as follows. Section 2 presents models of link group in switching net-
works servicing BPP multi-rate traffic streams. In Section 3, the PPBMF and PPDF methods
of blocking probability calculation in multi-service switching network with BPP traffic are
proposed. In Section 4, the calculation results are compared with the simulation results of
3-stage switching networks. Section 5 concludes the paper.

2. Links models in multiservice switching networks

2.1. Limited-availability group with an infinite population of traffic sources

Let us consider the limited-availability group (LAG) model, i.e. the system composed of
k separated transmission links. The system services call demands having an integer number
of BBUs (Basic Bandwidth Units). Additionally, each of the links of the group has the
capacity equal to f BBUs. Thus, the total capacity of the system is equal to V = kf . The
system services a call – only when this call can be entirely carried by the resources of an
arbitrary single link. The group is offered M independent classes of Poisson traffic streams
having the intensities: λ1,λ2,. . .,λM . The holding time for calls of particular classes has an
exponential distribution with the parameters: µ1,µ2,. . .,µM . Thus, the mean traffic offered
to the system by the class i traffic stream is equal to Ai = λi/µi. A class i call requires ti
BBUs to set up a connection. The occupancy distribution in the considered system can be
determined on the basis of the generalized Kaufman-Roberts recursion (GKRR) [7, 8]:

n[Pn]V =
∑M

i=1
Aitiσi (n− ti) [Pn−ti ]V , (1)
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where [Pn]V is the probability of an event in which there are n busy BBUs in the system
and σi(n), the so-called conditional propability of passing, is the probability of admission of
class i call to the service when the system is found in the state n.

From Eq. (1) it results that the knowledge of the reverse transition rates yi(n) [17] of
a class i service stream outgoing from state n is not required for the determination of the
occupancy distribution in LAG with Poisson traffic streams. However, the value of this pa-
rameter is the basis of the method applied in this paper for the occupancy distribution calcu-
lation in the group with a finite population of traffic sources. The parameter yi(n) – which
determines the average number of class i calls serviced in the state n+ti – can be determined
on the basis of the local balance equations in the considered group [17]:

yi (n + ti) =

{
Aiσi(n)[Pn]V /[Pn+ti ]V for n + ti ≤ V ,
0 for n + ti > V .

(2)

2.2. Conditional Probability of Passing

The conditional probability of passing, that takes into account the dependence be-
tween call streams and the state of the system, determines part of the incoming call stream
λi to be transferred between the states {n} and {n + ti} due to the specific structure
of the limited-availability group. The parameter σi(n) can be calculated as follows [3]:
σi(n) = 1 − (F (V − n, k, ti − 1, 0)/F (V − n, k, f, 0)), where F (x, k, f, t) is the num-
ber of arrangements of x free BBUs in k links, the capacity of each link is equal to f BBUs
and each link has at least t free BBUs:

F (x, k, f, t) =

⌊
x−kt

f−t+1

⌋∑
i=0

(−1)i

(
k

i

)(
x− k(t− 1)− 1− i(f − t + 1)

k − 1

)
. (3)

Having the probabilities σi(n), we can calculate the distribution [Pn]V and subsequently
the blocking probability ei for class i calls:

ei =
∑V

n=V−k(ti−1)
[Pn]V [1− σi(n)]. (4)

2.3. Limited-availability group with finite and infinite population of traffic sources

This section proposes an approximate recursive algorithm that allows to determine
the occupancy distribution in LAG with Binomial(Engset)&Poisson(Erlang)&Pascal traffic
streams with different number of demanded BBUs. We start the present considerations with
a short presentation of basic assumptions for the multi-service Engset and Pascal model.

2.3.1. Assumptions of Engset Multi-rate Model

Let us consider now the system servicing multirate traffic generated by a finite popu-
lation of sources. Let us denote as Nj the number of sources of class j, the calls of which
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require tj BBUs for service. The input traffic stream of class j is built by the superposition
of Nj two-state traffic sources which can alternate between the active (busy) state ON (the
source requires tj BBUs) and the inactive state OFF (the source is idle). When a source is
busy, its call intensity is zero. Thus the arrival process is state-dependent. The class j traffic
offered by an idle source is equal to αj = Λj/µj ,where Λj is the mean arrival rate generated
by an idle source of class j and 1/µj is the mean holding (service) time of class j calls. In
the considered model, the holding time for calls of particular classes has an exponential dis-
tribution. Thus, the mean traffic offered to the system in the state of n BBUs being busy by
idle class j traffic sources is equal to: Aj(n) = (Nj − nj(n))αj , where nj(n) is the number
of in-service sources of class j in state n.

2.3.2. Assumptions of Pascal Multi-rate Model

Considering Pascal traffic streams we also assume a finite number of traffic sources. As
in the Engset case, we assume that at the very beginning there are Sk sources of class k
requiring tk BBUs. Each idle source generates calls with intensity γk. The holding time has
an exponential distribution with the intensity µk. Contrary to Engset Multi-rate Model, in the
Pascal case, arrival intensity of particular traffic classes increases with the occupancy state
of the system. This means that the arrival intensity of a class k is equal (Sk + nk(n))γk,
where nk(n) is the number of in-service sources of class k in state n. Thus, the mean traffic
offered to the system in the state of n BBUs being busy by class k traffic sources is equal to
Ak(n) = (Sk + nk(n))βk, where βk = γk/µk is the mean traffic offered by an idle source
of class k.

2.3.3. Concept of Determination of Multi-service Erlang-Engset-Pascal Distribution

Let us consider the limited-availability group with the capacity equal to V BBUs which
is offered three types of traffic streams: M1 Erlang (Poisson) traffic streams, M2 Engset
(Binomial) traffic streams and M3 Pascal traffic streams. As we can notice in Sections 2.3.1.
and 2.3.2., the dependence of the value of the offered traffic on the number of active sources in
Engset and Pascal streams makes it impossible to apply directly the GKRR. In this section we
will discuss the idea of modeling multi-service switching networks by the application of the
modified GKRR. The basis of this method is formed by a determination of an approximate
method of determining the number of active traffic sources of a given class in Engset and
Pascal streams.

Initially, we assume in the algorithm that the number of BBUs occupied in each of the
states n by respectively calls of class j Engset stream and class k Pascal stream, is the same as
the number of BBUs occupied by the equivalent Erlang stream generating the offered traffic
with the intensity:

Aj = Njαj , Ak = Skβk, (5)

which is equal in value to the traffic offered by all free sources of class j Engset stream and
class k Pascal stream. The above adopted assumption also implies that the number of in-
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service nj(n) and nk(n) sources of class j and k, respectively, in the state of n BBUs being
busy, can be approximated by the reverse transition rates yj(n) and yk(n), determined on the
basis of Equation (2) for the equivalent Erlang streams (Eq. (5)):

nj(n) ∼ yj(n), nk(n) ∼ yk(n). (6)

The determined values of yj(n) and yk(n) enable us to make the mean value of offered traffic
dependent on the occupancy state of the group in the following manner:

Aj(n) = [Nj − yj(n)]αj , Ak(n) = [Sk + yk(n)]βk. (7)

Having the traffic values Aj(n) and Ak(n), Equation (1) can be rewritten in the form that
includes the traffic characteristics of Engset and Pascal traffic, namely:

n [Pn]V =
M1∑
i=1

Aitiσi(n− ti) [Pn−ti ]V +
M2∑
j=1

Aj(n− tj)tjσj(n− tj)
[
Pn−tj

]
V

+

+
M3∑
k=1

Ak(n− tk)tkσk(n− tk) [Pn−tk ]V . (8)

2.4. Full-availability group

The full-availability group (FAG) is a discrete model of a single link that uses complete
sharing policy [18]. This system is an example of a state-independent system in which the
passage between two adjacent states of the process associated with a given class stream does
not depend on the number of busy bandwidth units in the system. Therefore, the conditional
state-passage probability σi(n) in FAG is equal to 1 for all states and for each traffic class.
Consequently, the occupancy distribution and blocking probabilities in the groups with infi-
nite and finite source population can be calculated by the equations (8) and (4), taking into
consideration the fact that: ∀i∀nσi(n) = 1.

2.5. Distribution of available links

On the basis of the occupancy distribution in LAG (8), the so-called distribution of avail-
able links is determined [3]. This distribution determines the probability P (i, s) of an event
in which each of arbitrarily chosen s links can carry the class i call:

P (i, s) =
∑V

n=0
[Pn]V P (i, s|V − n), (9)

where [Pn]V is the occupancy distribution in LAG with BPP traffic streams, and P (i, s|x)
the so-called conditional distribution of available links which determines the probability of
an arrangement of x (x = V − n) free BBUs, in which each of s arbitrarily chosen links has
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Fig. 1. A three stage switching network

at least ti free BBUs, while in each of the remaining (k − s) links the number of free BBUs
is lower than ti (Eq. (3)). Following the combinatorial consideration [3]:

P (i, s|x) =
(

k

s

) ∑Ψ

w=sti
F (w, s, f, ti)F (x− w, k − s, ti − 1, 0)

/
F (k, x, f, 0), (10)

where: Ψ = sf, if x ≥ sf, Ψ = x, if x < sf .

3. Switching network calculations

In this Section two approximate methods of point-to-point blocking probability calcula-
tion in multi-stage switching networks with multi-rate BPP traffic are presented, i.e. PPBMF
(Point-to-Point Blocking for Multi-rate traffic with Finite source population) method and
PPFD (Point-to-Point blocking for multi-rate traffic with Finite source population – Direct
method) method. The presented considerations are based on PPBMT and PPD methods,
worked out in [3] and [4] for switching networks with Poisson traffic streams.

The presented switching networks calculations are based on the reduction of calcula-
tions of internal blocking probability in a multi-stage switching network with BPP traffic to
the calculation of the probability in an equivalent switching network model servicing single
channel traffic. Such an approach allows us to analyse multi-stage switching networks with
multi-rate traffic with the use of the effective availability method.

In the paper we consider the switching networks with the structure presented in Fig. 1.
We assume that each of the inter-stage links has the capacity equal to f BBUs and that
outgoing transmission links create link groups called directions. Consequently, we assume
that an interstage link can be modelled by the full-availability group and a direction can be
modelled by the limited-availability group.

Furthermore, we consider switching networks with point-to-point selection [3]. The
algorithm of setting up a connection in the switching network with point-to-point selection
is aimed at finding a connection path between the outer-stage switches. If such a path does
not exist, the connection is lost as the result of internal blocking. An external blocking event
occurs when all links of a chosen direction are busy.
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3.1. PPBMF Method

Let us consider now the PPBMF method for blocking probability calculation in switch-
ing networks with point-to-point selection, servicing multi-rate BPP traffic streams. The basis
for the proposed method is the PPBMT method (Point-to-Point Blocking for Multi-channel
Traffic) worked out in [3] for switching networks with infinite source populations. Modifica-
tions to the PPBMF method consists in the introduction of the appropriate group models with
traffic generated by the finite source population, determined in Sect. 2., to calculations. In the
method, blocking probability calculations for the switching networks are made in accordance
with Lotze’s remark [9] that point-to-point blocking in z-stage switching network is equal to
point-to-group blocking in a (z − 1)-stage switching network.

Let us assume that a certain switch β belonging to the last stage of the switching network,
chosen by the control system, has ti free BBUs necessary to set up the class i connection. We
can also assume that for the switch α (on the incoming links of which there appears the class i
call) there are de(i) available interstage links coming to the destination switch β from the last
but one stage. The internal point-to-point blocking phenomenon appears when none of the
de(i) available links have a sufficient number of BBUs for servicing the class i call:

Ein
i =

k−de(i)∑
s=0

P (i, s ∧ 1)
[(

k − s

de(i)

)
/

(
k

de(i)

)]
, (11)

where P (i, s ∧ 1) is the so-called combinatorial distribution of available links in a switch.
The probability of the internal point-to-point blocking for the class i call stream is calcu-

lated with the assumption that at least one incoming link and one outgoing link of the system
have at least ti free BBUs. The fact that one of the incoming links of the switch is available
for the class i call does not mean simultaneously that one of its outgoing links is also avail-
able [3]. The probability of available links in a switch P (i, s ∧ 1) was determined on the
basis of conditional distribution (10) of available links in the limited-availability group. This
probability determines an event in which s incoming links and, at the same time, at least one
of the outgoing links of a given switch (e.g. the switch β) are available for the class i call.
According to the consideration worked out in [3], this distribution can be written as follows:

P (i, s ∧ 1) =
∑V

x=0 P (i, s|x)[1− P (i, 0|x)][PV−x]V

1−
∑k

n=0

[∑V
x=0 P (i, n|x)P (i, 0|x)[PV−x]V

] , (12)

where P (i, s|x) – conditional distribution of available links in LAG with BPP traffic, [Pn]V –
occupancy distribution in LAG with BPP traffic.

The phenomenon of the external blocking occurs when none of outgoing links of the
demanded direction of the switching network can service the class i call (i.e. does not have
ti free BBUs). The occupancy distribution of the outgoing direction can be approximated
by the distribution of available links in LAG with BPP traffic. Thus, the external blocking
probability can be calculated by the formula:

Eex
i = P (i, 0), (13)
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where P (i, s) is the distribution of available links for class i calls in LAG with BPP traffic.
The total blocking probability Ei for the class i call is a sum of external and internal

blocking probabilities. Assuming the independence of internal and external blocking events,
we obtain:

Ei = Eex
i + Ein

i [1− Eex
i ]. (14)

For blocking probability calculation Ei, it is necessary to determine the value of d(i).
The parameter d(i) is known as the effective availability of the switching network for
the class i call stream and will be described in Sect. 3.3..

3.2. PPFD method

In the other of the proposed method of blocking probability calculation in switching
networks with point-to-point selection and finite population of traffic sources – the PPDF
method – the evaluation of the internal point-to-point blocking probability is made on the
basis of the effective availability quotient and the capacity of an outgoing group. The pro-
posed method is based on the the PPD method, elaborated in [4] for switching networks with
infinite source population.

In order to explain the basic assumptions of the proposed method, let us consider
a switching network with point-to-point selection. An outgoing link belonging to a given
last-stage switch is considered to be available for the first-stage switch if it is possible to set
up a class i connection between these switches. Let us assume that the z-stage switching
network is in a state X . The control system determines the first-stage switch, on the incom-
ing link of which there appears a class i call (switch α). First, the control system finds the
last-stage switch (switch β) having a free outgoing link in the demanded direction. Then, the
control system tries to find a connection path for class i call between the switches α and β .
Let us assume that in the state X there are d(i,X) available last-stage switches for the switch
α. If the chosen switch β belongs to the group of d(i,X) available switches, then class i con-
nection is set up, otherwise connection is lost because of the internal blocking event. Thus,
the probability of the internal blocking can be determined as a ratio of free links belonging
to an unavailable group of V − d(i,X) switches to all free links in a given direction. If we
assume that the probability of links occupancy is the same for all links of the direction, the
average value of internal blocking is equal to:

Ein
i =

∑
Ω
[(V − d(i,X))/V ]P (X), (15)

where: Ω - is the set of all possible states X of a switching network, and P (X) - is the state
probability of switching network. If we designate the average value of available last-stage
switches by de(i), Equation (15) can be finally rewritten as follows:

Ein
i = [V − de(i)]/V. (16)

The phenomenon of external blocking occurs when none of outgoing links of the de-
manded direction in a switching network can service a class i call. The occupancy distri-
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bution of the outgoing direction can be approximated by the occupancy distribution in the
limited availability group. Consequently, the external blocking probability Eex

i and the total
blocking probability Ei for class i calls, can be calculated by (13) and (14), respectively

3.3. Effective availability

The concept of the so-called equivalent switching network [3] is the base for effective
availability calculation for class i traffic stream. Following this concept, the network with
multi-rate traffic is reduced to an equivalent network carrying a single-rate traffic. Each link
of the equivalent network is treated as a single-channel link with a fictitious load el(i) equal to
blocking probability for a class i stream in a link of a real switching network between section
l and l + 1. This probability can be calculated on the basis of the occupancy distribution
in the full-availability group with BPP traffic streams (Sect. 2.4.). The effective availability
in a real z-stage switching network is equal to the effective availability in an equivalent
switching network and can be determined by the formula derived in [3]:

d(i) = [1− πz(i)]k + πz(i)ηY1(i) + πz(i)[k − ηY1(i)]ez(i)σz(i), (17)

where:

– d(i) – the effective availability for the class i traffic stream in an equivalent network,

πz(i) – the probability of an event where the class i connection path cannot be set up
between a given first-stage switch and a given last-stage switch.

– k – the number of outgoing links from the first stage switch,

– Y1(i) = ke1(i) – the fictitious traffic served by the switch of the first stage:

– ec(i) – the blocking probability for the class i stream in an interstage link (between
stages c and c + 1) of a real network. The ec(i) parameter can be calculated on the
basis of the full-availability group model with multi-rate traffic (Sect. 2.4.).

– η – a portion of the average fictitious traffic from the switch of the first stage which is
carried by the direction in question. If the traffic is uniformly distributed between all h
directions, we obtain η = 1/h,

– σz(i) – the so-called secondary availability coefficient [3]:

σz(i) = 1−
∏z−1

j=2
πj(i) (18)

4. Calculation and simulation results

In order to confirm the adopted assumptions in the PPBMF and PPFD method, the re-
sults of the analytical calculations were compared with the simulation results of a 3-stage
switching network. The structure of the switching network consisting of the switches of
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k × k links is shown in Fig. 1. The results presented in the paper (Figs. 2(a)–2(f)) were
obtained for the switching network with the parameters: k = 4, f = 30, t1 = 1, t2 = 2,
t3 = 6. The research was carried out for different distinct values of the ratio of the number
of traffic sources (Pascal and Engset traffic streams) of all classes and the switching network
capacity. The results of the simulation are shown in the charts in the form of marks with
95% confidence intervals that have been calculated after the t–Student distribution for the
five series with 1,000,000 calls of this traffic class that generates the lowest number of calls.
All the results are expressed in relation to the value of total traffic a offered to a single BBU
at the entry to the network. Figures 2(a) and 2(b) show the results of point-to-point blocking
probability in the switching network with an infinite source population. The results obtained
allow us to compare the accuracy of the model of the switching network with an infinite pop-
ulation of traffic sources with the accuracy of the proposed calculation method in the case of
the switching network with a finite source population, both for Engset (Figs. 2(c), 2(d)) and
Pascal traffic streams (Figs. 2(e), 2(f)).

5. Conclusions

The paper proposes the approximate methods of point-to-point blocking probability cal-
culation in switching networks with multi-rate traffic generated by a finite source population
(BPP traffic). The method is based on the concept of effective availability. The analytical
results of blocking probability, obtained on the basis of the proposed method, are compared
with the simulation results. The simulation results confirm high accuracy of the proposed an-
alytical model. Due to the limited space available in the paper, we have restricted ourselves
to present only the selected results. However, numerous simulation experiments indicate that
similar accuracy of the proposed analytical model can be obtained for various structures of
switching networks and for various number of traffic classes.
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[5] M. Głąbowski and M. Stasiak, “Point-to-point blocking probability in switching net-
works with reservation,” Ann. des Télécomm., vol. 57, no. 7–8, pp. 798–831, 2002.



75

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

traffic offered [Erl]

Calculation - class 3
Calculation - class 2
Calculation - class 1
Simulation - class 3
Simulation - class 2
Simulation - class 1

(a) PPBMT method [3], Infinite source population,
M1 = 3, M2 = 0, M3 = 0

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

traffic offered [Erl]

Calculation - class 3
Calculation - class 2
Calculation - class 1
Simulation - class 3
Simulation - class 2
Simulation - class 1

(b) PPD method [4], Infinite source population, M1 =
3, M2 = 0, M3 = 0

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

traffic offered [Erl]

Calculation - class 1
Calculation - class 2
Calculation - class 3
Simulation - class 1
Simulation - class 2
Simulation - class 3

(c) PPBMF method, Engset traffic streams, M1 = 0,
M2 = 3, M3 = 0, N1 = N2 = N3 = 320

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

traffic offered [Erl]

Calculation - class 1
Calculation - class 2
Calculation - class 3
Simulation - class 1
Simulation - class 2
Simulation - class 3

(d) PPFD method, Engset traffic streams, M1 = 0,
M2 = 3, M3 = 0, N1 = N2 = N3 = 800

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

traffic offered [Erl]

Calculation - class 1
Calculation - class 2
Calculation - class 3
Simulation - class 1
Simulation - class 2
Simulation - class 3
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Fig. 2. Point-to-point blocking probability in the switching network, three traffic classes, A1t1 : A2t2 : A3t3 = 1 : 1 : 1
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Abstract: This paper proposes an approximate calculation method of occupancy distribution and blocking
probability in systems which are offered multi-service traffic streams generated by Binomial–Poisson–Pascal
(BPP) traffic sources. The method is based on transforming a multi-dimensional service process in the system into
a one-dimensional Markov chain and on appropriate modification of the generalized Kaufman-Roberts recursion.
The proposed algorithm determines the number of sources of particular classes, being serviced in a given state
of the system, and subsequently the traffic offered in particular states of the system occupancy. The results of
analytical calculations of the blocking probabilities in exemplary systems with BPP traffic streams, obtained on
the basis of the proposed method, are compared with the results of the exact Iversen convolution algorithm.
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1. Introduction

The analytical methods for determination of traffic characteristics of systems with multi-
service traffic can be classified into three groups. In the first one, time-effective algorithms
of solving local balance equations in a multidimensional Markov service process, occur-
ring in the switching systems, are searched for [1–7]. These methods can be theoretically
used to model any communication system with arbitrary traffic streams. However, in prac-
tice, these methods cannot be used for calculations of large communication systems because
of an excessive number of states in which a multi-dimensional Markov process occurring
within the system can take place [8,9]. In the second group there are considered the methods
based on the Iversen convolution algorithm [1, 5, 10]. This algorithm allows us to calculate
the systems with state-independent service process 1 and with Binomial (Engset)–Poisson

1In the teletraffic theory, the term "state-dependent system" is usually used. However, it should be noticed that
the "state-dependence" can result from the specific feature of the servicing system (e.g. call admission policy) or
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(Erlang)–Pascal traffic streams [10]. Unfortunately, only the so-called full-availability group
(FAG) can be treated as the system with state-independent service process. Introduction of
any limitation in accepting new calls causes a communication systems to become the system
dependent on a state, i.e. the system in which the admission of a new call is conditioned not
only by the sufficient number of free BBUs (Basic Bandwidth Units) to service a given class
call, but also by the current state of the occupancy distribution of the system.

The methods of the third group is based on the approximation of a multi-dimensional
service process, occurring in the communication systems, by the one-dimensional Markov
chain [11–14]. In [15, 16] it was proved that a multi-dimensional service process can be
reduced accurately to the one-dimensional Markov chain in the case of the FAG with multi-
rate Poisson traffic. Such a reduction forms the basis for the determination of the occupancy
distribution in the system by means of the recurrent Fortet-Grandjean formula [17] which is
generally known as the Kaufman-Roberts recursion [15, 16]. Further generalization of the
Kaufman-Roberts recursion for the systems with state-dependent service process is based on
the introduction of relevant conditional state-passage coefficients between the adjacent states
of the system [11, 13, 18]. This approach allows us to model these systems by means of
a simple recurrent formula. However, due to the limitations the Kaufman-Roberts recursion
imposes, as far as the type of offered traffic is concerned (only Poisson traffic), it is not
possible to apply this recursion directly to the state-dependent system with Binomial and
Pascal traffic streams. It should be stressed that for the FAG with BPP multi-rate traffic
there is a precise solution proposed in [14]. This solution, however, cannot be applied to the
generalized case, i.e. for systems with state-dependent service process, in which call streams
carried between neighboring states associated with a given class stream depend on the current
state of the process. Consequently, in [19, 20] a simple calculational occupancy distribution
and blocking probability algorithm, based on the Kaufman-Roberts recursion, is proposed
in the so-called Engset Multi-Rate Loss Model (EnMLM), i.e. in the model with truncated
Binomial distribution, where capacity of a system is lower than the number of sources. The
basis of the proposed method [19] is formed by an approximate algorithm of determining
the number of active traffic sources of a given class in Engset streams. However, the method
is based on a single iteration. It may cause some inaccuracies for small number of traffic
sources and lead to impossibility of determining the accuracy of the algorithm.

Therefore, in the present paper we propose the new method of the occupancy distribution
calculation in multi-service systems with finite source population. This method is based on
multiple iterations and allows us to set the accuracy of the iterative process. Additionally,
a coherent methodology for determining traffic characteristics of multi-service systems that
simultaneously service Binomial(Engset)-Poisson(Erlang)-Pascal call streams is proposed in
the article. In the works published so far, only those systems have been considered that are
offered simultaneously traffic of one type, i.e. either Erlang multi-rate traffic (with Poisson

from the specific feature of traffic sources (e.g. in the case of limited number of traffic sources). Therefore, in the
present paper we used the terms "system with state-dependent service process" and "system with state-dependent
arrival process" in order to distinguish both the indicated phenomena.
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distribution), or Engset multi-rate traffic (with Binomial distribution).
The remaining part of the paper is organized as follows. Section 2 describes the gener-

alized Kaufman-Roberts recursion for the Erlang multi-rate traffic streams. In Section 3, our
methodology of modeling the systems with multi-rate BPP traffic is proposed. In Section 4,
accuracy of the proposed method is evaluated. Section 5 concludes the paper.

2. Full-Availability Group with Infinite Population of Traffic Sources

Let us consider the full-availability group (FAG) with different multi-rate traffic streams.
The FAG is a discrete link model that uses complete sharing policy [21]. Let us assume that
the system services call demands having an integer number of the so-called BBUs (Basic
Bandwidth Units)2. The total capacity of the group is equal to V BBUs. The group is offered
M1 independent classes of Poisson traffic streams having the intensities: λ1, λ2,. . .,λM1 .
A class i call requires ti basic bandwidth units. The holding time for calls of particular
classes has an exponential distribution with the parameters: µ1, µ2,. . .,µM1 . Thus the mean
traffic offered to the system by the class i traffic stream is equal to:

Ai = λi/µi. (1)

The occupancy distribution in the FAG can be determined on the basis of the generalized
Kaufman-Roberts recursion (GKRR) [15, 16]:

n [Pn]V =
∑M1

i=1
Aitiσi,S(n− ti) [Pn−ti ]V , (2)

where [Pn−ti ]V is the occupancy distribution, i.e. the probability of an event if there are
n busy BBUs in the system, and σi,S(n) is the state-passage coefficient in the system with
state-dependent service process.

The FAG is an example of a system with state-independent service process, in which the
passage between two adjacent states of the process associated with a given class stream does
not depend on the number of busy bandwidth units in the system. Therefore, σi,S(n) in the
FAG is equal to 1 for all states and for each traffic class: ∀1≤i≤M1∀0≤n≤V σi,S(n) = 1.

The blocking state for class i calls occurs in the FAG when the group does not have
ti free BBUs which are required for servicing calls of this traffic class. Thus, the blocking
probability for class i calls can be calculated by the formula:

Ei =
∑V

n=V−ti+1
[Pn]V . (3)

Figure 1 shows a graphical representation of the distribution (2) for a system with two
call streams. The call of the first class demands t1 = 1 BBU to set up a connection, while the
call of the second class t2 = 2 BBUs. The yi(n) symbol denotes reverse transition rates of

2While constructing multi-rate models for broadband systems, it is assumed that BBU is the greatest common
divisor of equivalent bandwidths of all call streams offered to a system [21, 22].
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Fig. 1. A fragment of one-dimensional Markov chain in a state-dependent system with two call streams (t1 = 1,t2 = 2)

a class i service stream outgoing from state n. These transition rates for a class i stream are
equal to the average number of class i calls serviced in state n. From Eq. (2) it results that the
knowledge of the parameter yi(n) is not required for determining the occupancy distribution
in systems with traffic generated by an infinite population of traffic sources (Poisson traffic).
However, the value of parameter yi(n), in a given state of the group is the basis of the method
(proposed in the further part of the paper) of occupancy distribution calculation in the group
with a finite population of traffic sources (Binomial and Pascal traffic). The parameter yi(n)
can be calculated on the basis of the local balance equations [23]:

yi (n) =

{
Aiσi,S(n− ti) [Pn−ti ]V / [Pn]V for n ≤ V,

0 for n > V.
(4)

3. Full-Availability Group with BPP Traffic

This section proposes an algorithm with multiple iterations, that allows to determine
the occupancy distribution in the FAG with BPP traffic streams with different number of
demanded BBUs. We start the considerations with a short presentation of basic assumptions
for the multi-service Engset and Pascal models.

3.1. Assumptions of Engset Multi-rate Model

Let us consider now the system servicing multirate traffic generated by a finite popula-
tion of sources. Let us denote as Nj the number of sources of class j3, the calls of which
require tj BBUs for service. The input traffic stream of class j is built by the superposition
of Nj two-state traffic sources which can alternate between the active (busy) state ON (the
source requires tj BBUs) and the inactive state OFF (the source is idle). When a source is
busy, its call intensity is zero. Thus the arrival process is state-dependent. The class j traffic
offered by an idle source is equal to αj = Λj/µj ,where Λj is the mean arrival rate generated
by an idle source of class j and 1/µj is the mean holding (service) time of class j calls. In

3In the present paper, the letter "i" denotes Erlang traffic class, the letter "j" — Engset traffic class, and the
letter "k" — Pascal traffic class.
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the considered model, the holding time for calls of particular classes has an exponential dis-
tribution. Thus, the mean traffic offered to the system in the state of n BBUs being busy by
idle class j traffic sources is equal to: Aj(n) = (Nj − nj(n))αj , where nj(n) is the number
of in-service sources of class j in state n.

3.2. Assumptions of Pascal Multi-rate Model

Considering Pascal traffic streams we also assume a finite number of traffic sources. As
in the Engset case, we assume that at the very beginning there are Sk sources of class k
requiring tk BBUs. Each idle source generates calls with intensity γk. The holding time has
an exponential distribution with the intensity µk. Contrary to Engset Multi-rate Model, in the
Pascal case, arrival intensity of particular traffic classes increases with the occupancy state
of the system. This means that the arrival intensity of a class k is equal (Sk + nk(n))γk,
where nk(n) is the number of in-service sources of class k in state n. Thus, the mean traffic
offered to the system in the state of n BBUs being busy by class k traffic sources is equal to
Ak(n) = (Sk + nk(n))βk, where βk = γk/µk is the mean traffic offered by an idle source
of class k.

3.3. Single Iteration Method – SIM

Interrelation between the offered traffic and the number of in-service sources in Engset
Multi-rate Model makes the direct application of the GKRR (2) for determining the occu-
pancy distribution in the considered system impossible. In [19] an approximate method has
been proposed, which enables us to make the mean value of traffic offered by class j de-
pendent on the occupancy state (the number of occupied BBUs) of the group, and thereby
determination of the system with a finite population of sources by the GKRR. In the consid-
ered method it is assumed that the number of in-service nj sources of class j in the state of
n BBUs being busy is approximated by the parameter yj(n) which determines the average
number of class j calls serviced in the state of n busy BBUs:

nj(n) ∼ yj(n). (5)

With such an approach it is assumed that the average number of given class calls, being
serviced in the given state of the group with an infinite population of traffic sources, is ap-
proximate to the average number of calls being serviced in the same state in the case of a
finite source population. Thereby, parameter yj(n) can be determined by Eq. (4), where
probabilities [Pn]V are calculated by the GKRR, under the initial assumption that the offered
traffic is not dependent on the number of in-service sources and equal to:

Aj = Njαj . (6)

The determined values of yj(n) enables us to make the mean value of offered traffic depen-
dent on the occupancy state of the group in the following manner:

Aj(n) = (Nj − yj(n))αj . (7)
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Eventually, the occupancy distribution in the FAG with multi-rate Engset traffic streams can
be approximated by the formula:

n [Pn]V =
∑M2

j=1
Aj(n− tj)tj

[
Pn−tj

]
V

, (8)

where M2 is the number of Engset traffic classes.
On the basis of the above equations, the algorithm of blocking probability calculations

in the multi-rate group with a finite population of traffic sources may be written as follows:

1. Calculation of offered traffic Aj of class j on the basis of Eq. (6).

2. Determination of state probabilities [Pn]V – for the known value of offered traffic Aj –
in the FAG with an infinite population of traffic sources (Eq. (2)).

3. Calculation of reverse transition rates yj(n) on the basis of Eq. (4). Parameter yj(n)
approximates the average value of in-service sources of class j in the state of n busy
BBUs in the group with a finite source population.

4. On the basis of Eq. (7) the value of offered traffic is made dependent on the occupancy
state of the group and subsequently the occupancy distribution in the group with a finite
source population is determined according to Eq. (8).

5. Determination of blocking probabilities for class j calls (Eq. (3)).

The main disadvantage of the presented algorithm is the determination of the number of
traffic sources, being serviced in a given state of the system, on the basis of the occupancy
distribution obtained for the equivalent Erlang streams (Step 2). Such an approach can lead
to overestimate the real number of Engset traffic sources. In order to increase the accuracy
of the presented Single Iteration Method, in the further part of the paper we propose a new
Multiple Iteration Method (MIM). In the MIM, the number of active sources in a given state
of the system is determined in a several iterations, with the set value of the relative error of
the iterative process.

3.4. Multiple Iteration Method – MIM

Let us consider the FAG with the capacity equal to V BBUs which is offered three types
of traffic streams: M1 Erlang (Poisson) traffic streams, M2 Engset (Binomial) traffic streams
and M3 Pascal traffic streams. As we can notice in Sections 3.1. and 3.2., the dependence of
the value of the offered traffic on the number of active sources in Engset and Pascal streams
makes it impossible to apply directly the GKRR. In this section we will discuss the idea of
modeling multi-service systems by the application of the modified GKRR applying multiple
iterations for determining the number of active sources, i.e. the so-called Multiple Iterations
Method. The basis of MIM, analogically as in the case of the method with single iteration,
is formed by an approximate method of determining the number of active traffic sources of
a given class in Engset and Pascal streams.
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Initially, as in the case of SIM, we assume in the algorithm that the number of BBUs
occupied in each of the states n by calls of class j Engset stream and class k Pascal stream
respectively, is the same as the number of BBUs occupied by the equivalent Erlang stream
generating the offered traffic with the intensity:

Aj = Njαj , Ak = Skβk, (9)

which is equal in value to the traffic offered by all free sources of class j Engset stream and
class k Pascal stream. The above adopted assumption also implies that the number of in-
service nj(n) and nk(n) sources of class j and k, respectively, in the state of n BBUs being
busy, can be approximated by the reverse transition rates yj(n) and yk(n), determined on the
basis of Eq. (2) for the equivalent Erlang streams (Eq. (9)):

nj(n) ∼ yj(n), nk(n) ∼ yk(n). (10)

In order to emphasize the dependence of Engset and Pascal traffic streams on the occu-
pancy state of the system, let us express the value of offered traffic in particular states of the
system by the state-passage coefficient σi,T (n):

Aj(n) = Njαjσj,T (n), Ak(n) = Skβkσk,T (n), (11)

where:
σj,T (n) = (Nj − yj(n))/Nj , σk,T (n) = (Sk + yk(n))/Sk. (12)

In the case of Erlang streams, the value of the parameter σi,T (n) does not depend on the
state of the system and is equal to one. The adopted manner of the presentation of the
traffic dependence on the occupancy state of the system allows us to generalize the state-
dependent systems (both with state-dependent service process and state-dependant arrival
process) and to express all types of dependencies as a product of the corresponding state-
passage coefficients.

Having the traffic values: Ai (Eq. (1)), Aj(n) (Eq. (11)) and Ak(n) (Eq. (11)), General-
ized Kaufman-Roberts Recursion can be rewritten in the form that includes characteristics of
Erlang, Engset and Pascal traffic streams, namely:

n [Pn]V =
∑M1

i=1
Aiti [Pn−ti ]V +

+
∑M2

j=1
Njαjσj,T (n− tj)tj

[
Pn−tj

]
V

+
∑M3

k=1
Skβkσk,T (n− tk)tk [Pn−tk ]V . (13)

The state probabilities, obtained on the basis of Eq. (13), constitute the input data for the
next iteration, where the parameters yj(n), yk(n) and subsequently σj,T (n), σk,T (n) are
designated. The iterative process ends when the assumed accuracy is obtained.

To sum up, the algorithm of determination of the occupancy distribution in systems with
multi-service Erlang, Engset and Pascal streams may be written as follows:
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No. V M Traffic structure
t1 t2 t3 t4

1 10 2 1 2 — —
2 12 3 1 2 3 —
3 30 3 1 2 6 —
4 64 4 1 2 4 10
5 150 3 1 2 10 —
6 150 4 1 2 10 20

Table 1. Considered full-availability groups

1. Determination of initial values of y
(0)
j (n), y

(0)
k (n), E

(0)
i , E

(0)
j and E

(0)
k :

∀1≤j≤M2∀0≤n≤V y
(0)
j (n) = 0, ∀1≤k≤M3∀0≤n≤V y

(0)
k (n) = 0,

E
(0)
i = 0, E

(0)
j = 0, E

(0)
k = 0.

2. Determination of state probabilities [P (l)
n ]V (Eq. (13)) in the iteration No. l.

3. Determination of blocking probabilities E
(l)
i , E(l)

j and E
(l)
k for calls of particular traffic

classes (Eq. (3)).

4. Calculation of reverse transition rates y
(l)
j (n) and y

(l)
k (n) on the basis of Eq. (4), and

subsequently the state-passage coefficients σ
(l)
j,T (n) and σ

(l)
k,T (n) on the basis of Eq.

(12).

5. Repeat Steps No. 2, 3 and 4 until the assumed accuracy of the iterative process is
obtained:∣∣∣∣∣E(l−1)

i − E
(l)
i

E
(l)
i

∣∣∣∣∣ ≤ ξ,

∣∣∣∣∣E
(l−1)
j − E

(l)
j

E
(l)
j

∣∣∣∣∣ ≤ ξ,

∣∣∣∣∣E
(l−1)
k − E

(l)
k

E
(l)
k

∣∣∣∣∣ ≤ ξ. (14)

The universal nature of Equation (13) should be particularly stressed. Depending on
a type of the offered traffic, the equation can determine the occupancy distribution in systems
with just one type of traffic, for example only Pascal traffic, where M1 = 0, M2 = 0
i M3 6= 0), or in systems with the mixture of traffic from different types of sources as in,
for instance, Engset and Pascal types of traffic, when M1 = 0, M2 6= 0 i M3 6= 0)

4. NUMERICAL EXAMPLES

In order to evaluate the accuracy of the proposed Multiple Iteration Method, the results of
analytical calculations are compared to data obtained on the basis of other known analytical
methods, i.e. to the exact Iversen convolution method and to the Single Iteration Method.
Calculations are carried out for six different FAGs characterized in Table 4. by specifying the
capacity V of the group and the number of bandwidth units demanded for calls of particular
traffic classes. The groups are offered various number of BPP traffic classes in the following
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class 1 class 2
a MIM SIM Iversen MIM SIM Iversen

0.4 0.000338 0.000325 0.000338 0.000746 0.000717 0.000746
0.5 0.001636 0.001552 0.001636 0.003535 0.003356 0.003535
0.6 0.005166 0.004852 0.005166 0.010962 0.010309 0.010962
0.7 0.012053 0.011248 0.012053 0.025162 0.023523 0.025162
0.8 0.022673 0.021088 0.022673 0.046614 0.043458 0.046614
0.9 0.036617 0.034023 0.036617 0.074200 0.069146 0.074200
1.0 0.053094 0.049357 0.053094 0.106101 0.098983 0.106101
1.1 0.071288 0.066369 0.071288 0.140550 0.131393 0.140550
1.2 0.090522 0.084457 0.090522 0.176140 0.165117 0.176140

class 3 class 4
0.4 0.001821 0.001753 0.001821 0.008559 0.008277 0.008559
0.5 0.008266 0.007863 0.008266 0.033316 0.031912 0.033316
0.6 0.024677 0.023273 0.024677 0.087298 0.083104 0.087298
0.7 0.054735 0.051364 0.054735 0.172700 0.164028 0.172700
0.8 0.098243 0.092033 0.098243 0.279789 0.266013 0.279789
0.9 0.151808 0.142304 0.151808 0.393953 0.375796 0.393953
1.0 0.211046 0.198267 0.211046 0.503029 0.482062 0.503029
1.1 0.272141 0.256472 0.272141 0.599944 0.577927 0.599944
1.2 0.332356 0.314393 0.332356 0.682006 0.660450 0.682006

Table 2: Blocking probability in the system No. 4 with Erlang (class 1), Pascal (class 2) and Engset (class 3 and 4) traffic
streams, the number of Pascal and Engset traffic sources is equal to 30; ξ = 0.000001

proportions: A1t1 : A2t2 : . . . : AM tM = 1 : 1 : . . . : 1. The blocking probability results
in the exemplary FAG No. 4 are presented in Tab. 4. in relation to the value of total traffic
offered to a single BBU:

a =

∑M1
i=1 Ai +

∑M2
j=1 Njαj +

∑M3
k=1 Skβk

V
.

In order to determine the influence of the number of iterations on the accuracy of the
proposed method, Tab. 4. contains the results of relative errors of blocking probabilities ob-
tained in the FAG No. 2. As the reference method, in determination of the relative errors
(RE) for class i blocking probabilities, the exact Iversen convolution method is used, i.e.:

REi =

∣∣∣∣∣E(l)
i − EIversen

i

EIversen
i

∣∣∣∣∣ , (15)

where l is the iteration number. The results presented in Tab. 4. indicate that the proposed
iterative method converges very quickly.

All the presented results (Tabs 4. and 4.) show the high accuracy of the proposed MIM.
The obtained results are equal to the results determined on the basis of the convolution Iversen
algorithm. A lot of simulation experiments carried out by the authors so far indicate that
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The number of iteration
a SIM 3 5 7 10 15

0.1 1.07E-03 5.34E-04 0 0 0 0
0.2 2.69E-03 4.53E-04 0 0 0 0
0.3 1.54E-02 1.74E-03 1.22E-04 9.72E-06 0 0
0.4 3.06E-02 3.93E-03 3.88E-04 2.69E-05 0 0
0.5 4.59E-02 7.09E-03 8.95E-04 7.57E-05 0 0
0.6 6.04E-02 1.12E-02 1.70E-03 1.66E-04 0 0
0.7 7.37E-02 1.61E-02 2.86E-03 3.13E-04 3.01E-07 0
0.8 8.58E-02 2.18E-02 4.39E-03 5.28E-04 2.15E-07 0
0.9 9.67E-02 2.80E-02 6.34E-03 8.22E-04 3.29E-07 0
1.0 1.07E-01 3.48E-02 8.70E-03 1.20E-03 3.96E-07 0
1.1 1.16E-01 4.21E-02 1.15E-02 1.68E-03 5.49E-07 0
1.2 1.24E-01 4.97E-02 1.47E-02 2.25E-03 7.51E-07 0
1.3 1.32E-01 5.76E-02 1.84E-02 2.92E-03 9.03E-07 0
1.4 1.39E-01 6.58E-02 2.25E-02 3.69E-03 1.02E-06 0
1.5 1.45E-01 7.42E-02 2.70E-02 4.56E-03 1.19E-06 0

Table 3: Relative errors of blocking probabilities results, obtained on the basis of MIM for class 1 calls, in relation to the
number of iterations; System No. 2 with three Engset traffic streams; the number of traffic sources of particular traffic classes
is equal to 6; the calculations performed for the blocking probability results determined with the precision set to 8 digits

similar accuracy can be obtained for greater group capacity and greater number of traffic
classes serviced by the FAG with a BPP traffic streams. It can be notice that the advantage of
MIM is visible in case of systems with low number of traffic sources. For the ratio of number
of traffic sources and the group capacity higher than 5, both methods: SIM and MIM offer
the same accuracy.

5. CONCLUSIONS

In this paper the new approximate method, the so-called Multiple Iteration Methods
(MIM), of blocking probability calculations in the systems with Engset-Erlang-Pascal multi-
rate traffic streams has been proposed. The method is based on a simple modification of
the generalized Kaufman-Roberts recursion. The accuracy of the proposed method has been
compared with the Iversen convolution algorithm. This research has confirmed that the MIM
can assure the same accuracy as the Iversen algorithm in the case of the full-availability
group, i.e. in the case of the system with state-independent service process. However, the
main advantage of the proposed method is the possibility of blocking probability calculation
in the systems with state-dependent service process (i.e. the model limited-availability group,
the model of a single link with bandwidth reservation). Calculations made according to the
proposed formulae are not complicated and are easily programmable.
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Abstract: Current packet dispatching algorithms for next generation network nodes (switches/routers), in the 

majority of cases, involve the request-grant-accept handshaking scheme with many iterations and the effect of 

desynchronization of arbitration pointers. For high-performance switches and routers the Clos switching fabric is 

very attractive because of its modular architecture and scalability. It is almost impossible to implement the 

algorithms with multiple phase iterations in the three-stage Clos-network environment with currently available 

technologies, as the arbitration signals need to pass through the SERDES links several times, and the delay is too 

long. A great many packet dispatching schemes for three-stage buffered and bufferless Clos switching fabrics were 

proposed in the literature. Some of them provide high throughput under uniform, others under nonuniform traffic 

distribution. In this paper the new packet dispatching scheme, called IM-OM Matching (IOM), is proposed and 

evaluated. We have eliminated the handshaking process and iterations, but it is necessary to use the central arbiter 

instead. IOM scheme may be implemented in MSM as well as in modified MSM Clos-network switches. We show 

via simulation that proposed scheme delivers very good performance in terms of throughput, cell delay and input 

buffers size under different traffic distribution patterns. 
1Keywords: Clos-network, Dispatching Algorithm, Packet Switching, Packet Scheduling 

 

 

1. Introduction 

 
The Internet cannot continue to scale-up to higher data rates without network nodes 

(switches/routers) with high-speed interfaces and large switching capacity. Current router 

technology available in the market cannot provide large switching capacity to satisfy 

future demands. The very fast packet network nodes are still the critical bottleneck. In the 

architecture of high-performance packet switching nodes the switching function is 

implemented by using switching fabric boards instead of a shared central bus. The 

switching fabric transfers input signals to requested outputs through connecting paths and 
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may be built as a single stage switch (e.g. crossbar) or a multi-stage switch, such as the 

Clos switching fabric. High-speed switching fabrics adopt the use of fixed-length packets 

called cells. All incoming variable-length packets (e.g. IP packets) are first terminated at 

ingress line cards, where they are segmented into fixed-size cells, and re-assembled into 

packets at egress line cards after switching process, before they depart [1]. While cells are 

being routed in a switching fabric, it is very likely that more than one cell is destined for 

the same output port or for a physical link inside the multi-stage switching fabric. Cells 

that have lost contention must be either discarded or buffered. In the case of buffering 

cells, an arbiter selects only one cell for each output port from among the cells destined 

for that output port before transmitting the cell. Buffers can be placed at inputs, outputs, 

inputs and outputs, and/or within the switching fabric. Depending on the buffer 

placement, respective switches are called input queued (IQ), output queued (OQ), 

combined input/output queued (CIOQ) and combined input/crosspoint queued (CICQ) 

[2].  

The virtual output queuing (VOQ) is recently widely considered in the literature as 

a good solution for IQ switches. It removes from them the head-of-line (HOL) blocking 

problem. HOL blocking causes the idle output to remain idle even if at an idle input there 

is a cell waiting to be sent to an (idle) output. In VOQ an input buffer in each input port is 

divided into N parallel queues, each of them storing packets directed to different output 

ports. When a new cell arrives at the input port, it is stored in the destined queue and 

waits for transmission through a switching fabric. In this architecture, the memory speed 

remains compatible with the line rate, but a good matching algorithm between inputs and 

outputs is needed, so that it can achieve high throughput and low latency. 

In VOQ switches internal blocking and output port contention problems are resolved 

by fast arbitration schemes. An arbitration scheme is essentially a service discipline that 

arranges the service order among the input cells. In the distributed manner, each output 

has its own arbiter, operating independently from others. The arbitration scheme decides 

which items of information should be passed from inputs to arbiters, and – based on that 

decision – how each arbiter picks one cell from among all input cells destined for the 

output. Algorithms which can assign the route between input and output modules are 

usually called packet dispatching schemes. Considerable work has been done on 

scheduling algorithms for VOQ switches. Most of them achieve 100% throughput under 

the uniform traffic, but the throughput is usually reduced under the nonuniform traffic [1, 

3-13].  

Multiple-stage Clos-network switches are a potential solution to overcome the limited 

scalability of single-stage switches, in terms of number of I/O chip pins and the number 

of switching elements. In a Clos-network switch packet scheduling is needed as there is 

a large number of points where contention may occur. The three-stage Clos switching 

fabric is widely investigated in many papers. It is possible to categorize the three-stage 

Clos-network switch architecture into two types: bufferless and buffered. The former one 

has no memory in any stage, and it is also referred to as the space-space-space (S
3
) Clos-

network switch, while the latter one employs shared memory modules in the first and 

third stages, and it is referred to as the memory-space-memory (MSM) Clos-network 
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switch. The buffers in the second stage modules cause an out-of-sequence problem, so 

a re-sequencing function unit in the third stage modules is necessary, but difficult to 

implement, when the port speed increases. Different dispatching schemes for the three-

stage Clos-network switches were proposed in the literature [4-6, 9-13]. The well known 

dispatching algorithms for the buffered Clos-network switches were proposed in [4-6]. 

The basic idea of these algorithms is to use the effect of desynchronization of arbitration 

pointers in the Clos-network switch and common request-grant-accept handshaking 

scheme. It is very difficult to implement these schemes in the real environment because of 

time constraints. 

In this paper the Input Module – Output Module (IM-OM) matching packet 

dispatching scheme (IOM) is proposed. This algorithm gives better performance results 

than other dispatching schemes proposed for the MSM Clos switching fabric, is less 

demanding in terms of hardware (in comparison with previously proposed schemes) and 

can achieve 100% throughput for both the uniform and the nonuniform traffic distribution 

patterns.  

The remainder of this paper is organized as follows. Section 2 introduces some 

background knowledge concerning the MSM Clos switching fabric that we refer to 

throughout this paper. Section 3 presents the IM-OM matching packet dispatching 

scheme. Section 4 is devoted to performance evaluation of the proposed IOM algorithm. 

We conclude this paper in section 5. 

 

2. MSM Clos switching fabric 
 

Clos-networks are well known and widely analyzed in the literature [14]. The three-

stage Clos-network architecture is denoted by C(m, n, k), where parameters m, n, and k 

entirely determine the structure of the network. There are k input switches of capacity  

n × m in the first stage, m switches of capacity k × k in the second stage, and k output 

switches of capacity m × n in the third stage. The capacity of this switching system is  

N × N, where N = nk. The three-stage Clos switching fabric is strictly nonblocking if 

m ≥ 2n-1 and rearrangeable nonblocking if m ≥ n.  

We define the MSM Clos switching fabric based on the terminology used in [4] (see 

Fig. 1 and Tab. 1). 

In the MSM Clos switching fabric architecture the first stage consists of k IMs, and 

each of them has an n × m dimension and nk VOQs to eliminate Head-Of-Line blocking. 

The second stage consists of m bufferless CMs, and each of them has a k × k dimension. 

The third stage consists of k OMs of capacity m × n, where each OP(j, h) has an output 

buffer. Each output buffer can receive at most m cells from m CMs, so a memory speedup 

is required here.  

Generally speaking, in the MSM Clos switching fabric architecture each VOQ(i, j, h) 

located in IM(i) stores cells going from IM(i) to the OP(j, h) at OM(j). In one cell time 

slot VOQ can receive at most n cells from n input ports and send one cell to any CMs. A 

memory speedup of n is required here, because the rate of memory work has to be n times 

higher than the line rate. Each IM(i) has m output links connected to each CM(r), 
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respectively. A CM(r) has k output links LC(r, j), which are connected to each OM(j), 

respectively. 
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OP (k-1,0)

OP (k-1,n-1)

 
 

Fig. 1. The MSM Clos switching fabric architecture. 

 
IM Input module at the first stage 

CM Central module at the second stage 

OM Output module at the third stage 

i IM number, where 0 ≤ i ≤ k-1 

j OM number, where 0 ≤ j ≤ k-1 

h Input/output port number in each IM/OM, where 0 ≤ h ≤ n-1 

r CM number, where 0 ≤ r ≤ m-1 

IM (i) The (i+1)th input module 

CM (r) The (r+1)th central module 

OM (j) The (j+1)th output module 

IP (i, h) The (h+1)th input port at IM(i) 

OP (j, h) The (h+1)th output port at OM(j) 

LI (i, r) Output link at IM(i) that is connected to CM(r) 

LC (r, j) Output link at CM(r) that is connected to OM(j) 

VOQ (i, j, h) Virtual output queue at IM(i) that stores cells from IM(i) to OP(j, h) 

 

Tab. 1. A notation for the MSM Clos switching fabric. 

 

We propose to use Virtual Output Module Queues (VOMQs), instead of VOQs. In this 

case, an input buffer in each IM is divided into k parallel queues, each of them storing 

cells destined to different OMs. It is possible to arrange buffers in such way because OMs 

are nonblocking. Memory speedup of n is necessary here. There are less queues in each 

IMs but they are longer than VOQs. Each VOMQ(i, j) stores cells going from IM(i) to the 

OM(j). 
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The modified MSM Clos switching fabric, proposed by us in [12], is shown in Figure 

2. 
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OM (k-1)

OP (0,0)

OP (0,n-1)

OP (k-1,0)

OP (k-1,n-1)

 
 

Fig. 2. The modified MSM Clos switching fabric. 

 

We have proposed to change the architecture of MSM Clos switching fabric so as to 

give the possibility of rapid unload of VOMQs. The main idea of the modification is 

connecting bufferless CMs to the two-stage buffered switching fabric. In this way an 

expansion in IMs and OMs is used, however very simple and effective packet dispatching 

scheme may be implemented. The maximum number of connected CMs is equal to m-2, 

but it is possible to use less CMs. In practice, the number of CMs significantly influences 

the performance of the switching fabric; the number of CMs depends on the traffic 

distribution pattern to be set up.  

 

3. IM-OM matching packet dispatching scheme 

 

The IOM packet dispatching scheme may be implemented in the MSM Clos-network 

switches as well as in the modified architecture proposed by us. In [12] we have 

presented packet dispatching scheme, called Static Dispatching with Rapid Unload of 

Buffers (SDRUB), which is a switching fabric-oriented algorithm and requires the 

modified MSM Clos switching fabric. The scheme proposed in this paper sends to the 

central arbiter different kind of information than SDRUB scheme and requires the arbiter 

with completely different functionality. 

The IOM packet dispatching scheme makes a matching between each IM and OM 

taking into account the number of cells waiting in VOMQs. Each VOMQ has its own 

counter PV(i, j), which shows the number of cells destined to OM(j). The value of  
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PV(i, j) is increased by 1 when a new cell is written to a memory and decreased by 1 

when the cell is sent out to OM(j). IOM algorithm uses a central arbiter to indicate the 

matched pairs of IM(i)-OM(j). After a matching phase, in the next time slot IM(i) is 

allowed to send cells to selected OM(j).  

In detail, the IOM algorithm works as follows: 

o Step 1 (each IM): Sort the values of PV(i, j) in descending order. On the basis of 

sorted values send the OMs identifiers to the central arbiter. The identifier of 

OM(j), to which VOMQ(i, j) stores the most number of cells send as a first one, and 

the identifier of OM(s), to which VOMQ(i, s) stores the least number of cells send 

as the last one. 

o Step 2 (central arbiter): The central arbiter analyzes the request received from IM(i) 

and checks if it is possible to match this IM with OM(j), which identifier was sent 

as a first one on the list in the request. If the matching is not possible, because the 

OM(j) is matched with other IM, the arbiter selects the next OM on the list. The 

round-robin arbitration is employed for selection of IM(i), which request is 

analyzed as a first one. 

o Step 3 (central arbiter): The central arbiter sends to each IM confirmation with the 

identifier of OM(t), to which the IM is allowed to send cells.  

o Step 4 (each IM): Match all output links LI(i, r) with cells from VOMQ(i, t). If 

there is less than n cells to be send to OM(t), some output links remain unmatched.  

o Step 5 (each IM): Decrease the value of PV(i, t) by the number of cells, which will 

be send to OM(t).  

o Step 6 (each IM): In the next time slot send the cells from the matched  

VOMQ(i, t) to the OM(t) selected by the central arbiter. 

 

In the modified MSM Clos switching fabric it is always possible to sent one cell form 

IM to OM without an arbitration process, because there are direct connections from IMs 

to OMs. This is the only difference in implementation of IOM scheme in the MSM Clos 

switching fabric and in the modified architecture. 

 

4. Simulation experiments 
 

The Bernoulli packet arrival model is considered in the paper. Cells arrive at each 

input in slot-by-slot manner. We consider several traffic distribution models which 

determine the probability that a cell which arrives at an input will be directed to a certain 

output. The considered traffic models are:  

Uniform traffic – this type of traffic is the most commonly used traffic profile. In the 

uniformly distributed traffic probability pij that a packet from input i will be directed to 

output j is uniformly distributed through all outputs, i.e.: 

Nppij /=  ji,∀    (1) 
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Nonuniform traffic – in this traffic model some outputs have a higher probability of 

being selected, and respective probability pij was calculated according to the following 

equation: 
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Diagonal traffic – is very similar to the nonuniform traffic but packets are directed to 

one of two outputs, and respective probability pij was calculated according to the 

following equation: 
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Chang’s traffic – this model is defined as: 
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Fig. 3. Average cell delay for IOM 

algorithm, uniform traffic. 

Fig. 4. Average cell delay for IOM 

algorithm, nonuniform traffic 

 

The experiments have been carried out for the MSM Clos switching fabric (denoted as 

MCSF) and the modified MSM Clos switching fabric (denoted as MMCSF) of size 64 × 

64 - C(8, 8, 8), and for a wide range of traffic load per input port: from p = 0.05 to p = 1, 

with the step 0.05. The 95% confidence intervals that have been calculated after t-student 

distribution for ten series with 50000 cycles (after the starting phase comprising 15 000 

cycles, which enables to reach the stable state of the switching fabric) are at least one 

order lower than the mean value of the simulation results, therefore they are not shown in 

the figures. We have evaluated two performance measures: average cell delay in time 

slots and maximum VOMQs size (we have investigated the worst case). The results of the 

(3) 

(2) 

(4) 
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simulation are shown in the charts (Fig. 3-10). Fig. 3-6 show the average cell delay in 

time slots obtained for the uniform, nonuniform, diagonal, and Chang’s traffic patterns, 

whereas Fig. 7-10 show the maximum VOMQ size in number of cells.  
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Fig. 5. Average cell delay for IOM 

algorithm, diagonal traffic 

Fig. 8. The maximum VOMQ size, nonuniform 

traffic.  
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Fig. 6. Average cell delay for IOM algorithm, 

Chang’s  traffic. 
Fig. 9. The maximum VOMQ size, 

diagonal traffic. 
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Fig. 10. The maximum VOMQ size, 

Chang’s traffic. 

Fig. 7. The maximum VOMQ size, 

uniform traffic. 

 

We can see that MSM Clos switching fabric with IOM scheme has 100% throughput 

for all kind of investigated traffic patterns. The average cell delay is less than 10 for wide 

range of input load regardless of a traffic distribution pattern. It is very interesting results 

especially for the nonuniform and the diagonal traffic patterns. Both traffic patterns are 

very demanding and many packet dispatching schemes, proposed in the literature, cannot 

provide the 100% throughput for the investigated switching fabric. 
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In all cases the modified MSM Clos switching fabric provides better performance than 

the basic MSM structure. For the uniform traffic and Chang’s traffic a single CM in 

modified structure significantly improves the switching fabric performance in terms of 

the average cell delay and the maximum VOMQ size (Fig. 6 and 10). The results are 

better than for the MSM Clos switching fabric even though this switching fabric has less 

crosspoints than the basic structure. The investigated MSM Clos switching fabric - C(8, 

8, 8)-  has 1536 crosspoints and the modified architecture with one CM – 1216. To 

manage the nonuniform traffic effectively in the modified Clos switching fabric, it is 

necessary to implement at least 4 (n/2) CMs (Fig. 4, 8). For such number of CMs the 

switching fabric has 100% throughput. Any smaller number of CMs reduces the 

throughput of this switching fabric. Fig. 6 shows that the modified Clos switching fabric 

with the IOM algorithm has 100% throughput under the diagonal traffic only when the 

maximum number of CMs is used.  

For all kind of investigated traffic patterns the maximum size of VOMQ is close to or 

less than 10 cells for the modified MSM Clos switching fabric with the IOM scheme. The 

size of VOMQ in the MSM Clos switching network depends on the traffic distribution 

pattern. For the uniform and Chang’s traffic the maximum size of VOMQ is less than 140 

cells, for the nonuniform traffic is less than 200 cells, and for the diagonal traffic the 

maximum size of VOMQ is less than 2000. 

 

5. Conclusions 
 

We have proposed the IM-OM matching packet dispatching scheme, which may be 

implemented both in the MSM Clos switching fabric and in the modified MSM Clos 

switching fabric. This scheme uses the central arbiter to match IMs with OMs. The arbiter 

performs relatively simple function thanks to sorted list of OM’s identifiers, which is sent 

by each IM. Simulation experiments have shown that the proposed scheme is very 

promising and gives very good results for the uniform and nonuniform traffic patterns. It 

can managed all investigated traffic patterns very effectively, which is desirable feature 

for network nodes in the next generation IP networks. The IOM algorithm seems to be 

implementable within the current technology in the real environment. A hardware 

implementation of the central arbiter required by the IM-OM matching packet dispatching 

scheme will be the subject of further research. 
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Abstract: The admission control in wireless networks with the WCDMA radio interface admits or blocks
new calls depending on a current load situation both in the access cell and in neighboring cells. A new call
is rejected if the predicted load exceeds particular thresholds set by the radio network planning. This article
presents a new blocking probability calculation method in cellular systems with the WCDMA radio interface
for the uplink and the downlink directions. The model considers a finite and an infinite source population of
users. In the model, we use the load factor to estimate whether a new call can be admitted or blocked. In the
proposed calculation method, the corresponding value of the load factor in the neighboring cell is based on the
Okumura-Hata propagation model. The results of the analytical calculations were compared with the results of
the simulation experiments, which confirmed the accuracy of the proposed method. The proposed scheme could
be applicable for a cost-effective radio resource management in 3G mobile networks and can be easily applied to
network capacity calculations.

Keywords: UMTS, WCDMA, Blocking Probability

1. Introduction

Universal Mobile Telecommunications Systems (UMTS) using the WCDMA radio in-
terface is one of the standards proposed for the third generation cellular technologies (3G).
According to the ITU recommendations, 3G systems should include services with circuit
switching and packet switching, transmit data with a speed of up to 14 Mbit/s, and ensure
access to multimedia services [23]. Due to the possibility of resource allocation for different
traffic classes, capacity calculation of the WCDMA radio interface is much more complex
than in the case of GSM systems. Moreover, all users serviced by a given cell make use of
the same frequency channel and a differentiation of the transmitted signals is possible, only
and exclusively, by an application of orthogonal codes [2]. However, due to the multipath
propagation occurring in a radio channel, not all transmitted signals are orthogonal with re-
spect to one another and, consequently, are received by users of the system as an interference
adversely affecting the capacity of the system. Additionally, the increase in interference is
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caused by users serviced by other cells of the system, who make use of the same frequency
channel, as well as by the users making use of the adjacent radio channels. To ensure appro-
priate level of service in UMTS it is thus necessary to limit the interference by decreasing
the number of active users or the allocated resources employed to service them.

Several papers have been devoted to traffic modelling in cellular systems with
the WCDMA radio interface. In [22], the number of ongoing calls in a cell was modelled as
a Poisson random variable and the total interference as a compound Poisson sum, assuming
that no call would be blocked. However, such an assumption cannot be fulfilled in a real net-
work. In [18] the total blocking probability in an access cell with infinite source population
is calculated with the help of the so-called Kaufman-Roberts recursion [3, 8, 9, 10, 15], while
other cell interferences are characterized by a random variable with the lognormal distribu-
tion.

The proposed analytical method is the extension of the the methodology proposed by
the authors in several earlier works such as [5, 20, 21]. In the presented analytical model
we assume that the WCDMA radio interface can be modelled by the full-availability group
servicing a mixture of multi-rate Erlang and Engset traffic streams. Additionally, we consider
the radio interface in the uplink and the downlink directions for the first time, and introduce
a propagation model for the estimation of the influence of the load factor on the neighboring
cells for the model of the group cells.

The article has been divided into five sections. Section II discusses basic dependencies
describing radio interface load for the uplink and downlink direction. Section III presents an
analytical model employed in blocking probability calculations. The next section includes
a comparison of the results obtained in the calculation with the simulation data for a system
comprising seven cells. The final section sums up the discussion.

2. WCDMA radio interface

The WCDMA radio interface offers enormous possibilities in obtaining large capaci-
ties. It imposes, however, a substantial number of limits as regards the acceptable level of
interference in the frequency channel. In every cellular system with spreading spectrum the
radio interface capacity is seriously limited due to the occurrence of some types of inter-
ference [23], namely: (1) co-channel interference within a cell – from concurrent users of
a frequency channel within the area of a given cell; (2) outer co-channel interference – from
concurrent users of the frequency channel working within the area of adjacent cells; (3) ad-
jacent channels interference – from the adjacent frequency channels of the same operator
or other cellular telecommunication carriers; (4) all possible noise and interference coming
from other systems and sources, both broadband and narrowband.

Accurate signal reception is possible only when the relation of energy per bit Eb to noise
spectral density N0 is appropriate [6]. A too low value of Eb/N0 will cause the receiver to be
unable to decode the received signal, while a too high value of the energy per bit in relation to
noise will be perceived as interference for other users of the same radio channel. The relation
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Eb/N0 for a user of the class i service can be calculated as follows [6]:(
Eb

N0

)
i

=
W

νiRi

Pi

Itotal − Pi
, (1)

where: Pi – signal power received from a user of the class i connection, W – chip rate of
spreading signal, vi – activity factor of a user of the class i service, Ri – bit rate of a user of
the class i service, Itotal – total received wideband power, including thermal noise power.
The mean power of a user of the class i service:

Pi =

(
1 +

W

( Eb
N0

)iRiνi

)−1

Itotal = LiItotal, (2)

where Li is the load factor for a user of the class i connection. Table 1 shows sample values
Eb/N0 for different traffic classes and corresponding values of the load factor Li [20]. Once
Li of a single user has been established, it is possible to obtain the total load for the uplink [6]:

ηUL =
∑M

i=1
Lini, (3)

where M is the number of services and ni is the number of users of the class i service. The
above relation is true when we deal with a system that consists of a single cell. In fact, there
are many cells in which the generated traffic influences the capacity of the radio interface of
other cells. Thus, (3) should be complemented with an element that would take into consid-
eration the interference from other cells. To achieve this, a variable δ̄ is introduced, which is
defined as the mean value of the other cell interference over proper cell interference [6]:

ηUL =
(
1 + δ̄

)∑M

i=1
Lini. (4)

The bigger the load of a radio link, the higher level of the noise generated. When the load
of the uplink direction approaches unity, the corresponding increase in noise tends towards
infinity. Therefore, it is assumed that the actual maximum use of the radio interface without
lowering the level of the quality of service will amount to about 50 – 80% [12].

Table 1. Examples of Eb/N0, νi and Li for different service classes [20]

Class of service (i) Speech Video call Data Data
W [Mchipps] 3.84

Ri [kbps] 12.2 64 144 384
νi 0.67 1 1 1

(Eb/N0)i [dB] 4 2 1.5 1
Li 0.0053 0.0257 0.0503 0.1118

The downlink direction equation is similar to the uplink direction with the addition of the
orthogonality factor ξi due to the orthogonality provided by the OVSF (Orthogonal Variable
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Spreading Factor) codes. In the WCDMA, OVSF codes are used to separate downlink direc-
tion channels transmitted from a single Node B. Thus, the downlink direction load factor can
be calculated [6]:

ηDL = (1 − ξi + δ̄)
∑M

i=1
Lini. (5)

Typically, the orthogonality is between 0.4 and 0.9 in multipath channels.
In the downlink direction we assume that the only load introduced to the cell is equal to

load factor Li generated by a given class of service in the downlink direction.

3. Model of the system

Before admitting a new connection in systems with the WCDMA radio interface, ad-
mission control needs to check whether the admittance will not sacrifice the quality of the
existing connections. The admission control functionality is located in RNC (Radio Network
Controller) where the load information from the surrounding cells can be obtained. The
admission control algorithm estimates the load increase that would be caused in the radio
network by the setting up of a new connection [6]. This is done not only in the access cell but
also in the adjacent cells in order to take the inter-cell interference effect into account. A new
call is rejected if the predicted load exceeds thresholds set by the radio network planning [12].

3.1. Basic assumptions

Let us consider a seven-cell system with omnidirectional antennas. The system services
a mixture of multi-rate traffic streams in the uplink and the downlink directions. Let us
assume that every new class i call is accompanied by load factor Li (cf.tab. 1). We assume
that the calls serviced in the system require resources in two directions (uplink and downlink).

Let us consider a system which services connections in the uplink direction (Fig. 1(a)).
In this figure it is assumed that the access cell is, for instance, the cell designated with ”1”. A
new class i call which is offered to the access cell and requires Li resources is accompanied
by load L

′
i introduced by the call to radio interfaces of the neighboring cells. We can deter-

mine the value of L
′
i using one of many propagation models, including semi-deterministic

models [1, 17] and models based on ray tracing [17]. In this proposed method we deter-
mined the value of L

′
i using the Okumura-Hata propagation model [13, 14]. For analytical

purposes, the access cell was divided into areas with resolution 0,5 meter. For each point,
path loss propagation and signal power received in the neighboring cell were calculated. The
average received power was used for calculating the average load factor L̄

′
i:

L
′
i = L̄

′
i = P̄

′
i /Itotal, (6)

where P̄
′
i is the average received signal power in the base station.

Let us consider now the CAC function located in RNC. The operation of the CAC func-
tion effects in a rejection of a given call when the level of the usage of the the radio interface
in the access cell and the neighboring cells exceeds the assumed threshold. This means that



103

Cell 21 V

Cell 11 V

Cell 31 V

Cell 41 V

Cell 51 V

Cell 61 V

Cell 71 V

UL

i
a
,11

UL

i
a
,14

UL

i
a
,1

UL

i
a
,17

UL

i
a
,16

UL

i
a
,15

UL

i
a
,13

UL

i
a
,12

`

A new call

'

i
L

i
L

'

i
L

'

i
L

'

i
L

'

i
L

'

i
L
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(b) Cellular system in the downlink direction.

Fig. 1: An exemplary cellular system: a seven-cell set system and a set of full-availability groups as the model of wireless
cellular network; a) system in the uplink direction; b) system in the downlink direction.

the service processes of a new call occurring in the access cell and those in the neighbor-
ing cells are interdependent. These dependencies have been determined on the basis of the
fixed-point methodology [5, 11].

Figure 1(b) shows a cellular system servicing a mixture of different mult-rate traffic
streams in the downlink direction. In the figure it is assumed that each of the cells is the
access cell. A new class i call which is offered to the cell requires Li resources in the
downlink direction in each cell to which it is offered (cf. Sect.2.).

3.2. Single cell model

The radio interface in a single UMTS cell in both directions can be treated as a full-
availability group (FAG) with multi-rate traffic. The demanded resources in the group for
servicing particular classes can be treated as a call demanding an integer number of the so-
called BBUs (Basic Bandwidth Units) [16]. Let us assume that the total capacity of the cell
is equal to V BBUs. The value of BBU, i.e. LBBU , is calculated as the greatest common
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Fig. 2. A fragment of the one-dimensional Markov chain in the FAG.

divisor of all load factors offered to the system:

LBBU = GCD(L1, ..., LM ). (7)

The cell is offered M independent classes of Poisson traffic streams having the intensities:
λ1, λ2,. . .,λM . The class i call requires Li BBUs to set up a connection. The holding
time for calls of particular classes has an exponential distribution with the parameters: µ1,
µ2,. . .,µM . Thus, the mean traffic offered to the system by the class i traffic stream is equal
to: ai = λi/µi . The full-availability group (FAG) can be approximated by the Fortet-
Grandjean-Kaufman-Roberts recursion [3, 7, 10, 15]:

nPEr(n) =
∑M

i=1
aitiPEr (n − ti) , (8)

where PEr(n) is the occupancy distribution in the group with an infinite source population,
i.e. the probability of n BBUs being busy (n ∈ 〈0;V 〉), and ti is the number of BBUs
required by class i calls, and is defined as follows:

ti = Li/LBBU . (9)

On the basis of (8) we can recurrently calculate the occupancy distribution PEr(n) in the FAG
with multi-rate traffic. Having determined all the blocking probabilities PEr(n), we can
calculate the blocking probability for class i calls:

Bi =
∑V

n=V −ti+1
PEr(n) . (10)

Figure 2 presents a one-dimensional Markov chain diagram constructed for a FAG with
multi-rate traffic. This figure is a geometrical interpretation of the formula (8). In the figure,
symbol yi(n) denotes the reverse transition rates of a class i service stream outgoing from
state n. This parameter determines the average number of class i calls serviced in state
n [10, 19]. The value of yi(n), in a given state of the group, forms the basis of the method
of occupancy distribution calculation in the FAG with a finite population of traffic sources
presented in [4]. The basis for the calculation algorithm, proposed in [4], is the assumption on
the equality of reverse transition rates in both infinite and finite population models. According
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to this algorithm, in the first step we calculate reverse transition rates yi(n) in the FAG group
with an infinite population of traffic sources. The probabilities PEr(n) in (8) are calculated by
the FAG, under the initial assumption that the offered traffic is not dependent on the number
of in-service sources, and is equal to:

ai = Niαi. (11)

Determining reverse transition rates yi(n) is essential to the proposed method since it is
assumed that the number of in-service sources of class i in the aggregated state of n BBUs
being busy ni(n) is approximated by the parameter yi(n). The determined values of yi(n)
enable us to make the mean value of the offered traffic dependent on the occupancy state of
the group in the following way:

ai(n) = (Ni − yi(n))αi, (12)

and, consequently, to construct the one-dimensional Markov process in the FAG with a finite
population of traffic sources.

Eventually, the recurrent equation which determines the occupancy distribution in
the FAG with multi-rate traffic and a finite population of sources, can be obtained as fol-
lows:

nPEn(n) =
∑M

i=1
ai(n − ti)tiPEn(n − ti), (13)

where PEn(n) is the occupancy distribution in the group with a finite source population. The
blocking probability Bi in the considered system can be calculated in the following way:

Bi =
∑V

n=V −ti+1
PEn(n). (14)

3.3. Model of the group of cells

Let us consider a group of a seven-cell system with omnidirectional antennas. Each of
the cells in the uplink and in the downlink direction can service a mixture of multi-rate traffic
generated by an infinite and a finite source population. In the description of the model let us
designate the access cell z and let us assume that it is surrounded by six neighboring cells.
Additionally, let us assume that the uplink and the downlink direction will be considered
separatively. Figures 1(a) and 1(b) show a model of the considered system in which each of
the cells in each of the directions is represented by the FAG.

In Figure 1(a) it is assumed that a new call of class i is offered to the radio interface
of the cell ”1”. According to Eqs. (7) and (9), a call requires ti resources in the access cell
and t

′
i resources in the neighboring cells. Figure 1(a) shows a traffic distribution scheme for

the system under consideration. For Figure 1(a) the following notation is used: V – the cell
capacity, aUL

z,i – the mean traffic offered to the system by users of the class i in the cell z,
aUL

zh,i – the mean traffic offered in the cell h by user of class i in the cell z.
In the proposed model it is assumed that a new call is rejected when the assumed increase

in the load, both in the access cell or the neighboring cells, exceeds the allowed thresholds.



106

This means that the blocking probability for class i calls offered to the access cell z in the
access cell z (BUL

zz,i) and the blocking probability for class i calls offered to the access cell z

in the adjacent cell h (BUL
zh,i) depend on the traffic streams offered to the access cell z and to

the adjacent cells. Thus, we can express the above with the following functions:

BUL
zz,i = f

{
(azz,1, tzz,1), . . . , (azz,M , tzz,M ),
(ahz,1, t

′
hz,1), . . . , (ahz,M , t

′
hz,M )

}
, (15)

and

BUL
zh,i = f

{
(ahh,1, thh,1), . . . , (ahh,M , thh,M ),
(azh,1, t

′
zh,1), . . . , (azh,M , t

′
zh,M )

}
. (16)

The parameters t
′
hz,1, . . . , t

′
hz,M and t

′
zh,1, . . . , t

′
zh,M for class i can be obtained as follows:

t
′
zh,i = L

′
zh,i/Lhh,BBU and t

′
hz,i = L

′
hz,i/Lzz,BBU , (17)

where Lzz,BBU and Lhh,BBU can be determined on the basis of (7) for the cell z and h:

Lzz,BBU = GCD(Lzz,1, . . . , Lzz,M , L
′
hz,1, . . . , L

′
hz,M ), (18)

Lhh,BBU = GCD(Lhh,1, . . . , Lhh,M , L
′
zh,1, . . . , L

′
zh,M ). (19)

The functions BUL
zz,i and BUL

zh,i can be determined on the basis of the FAG which serviced an
infinite (Eq. (8) and (10)) and a finite (Eq. (13) and (14)) number of sources. A fixed-point
methodology was used to determine traffic aUL

zh,i offered to the cell h by a class i call serviced
in the z cell. In keeping in this method, only such traffic which is blocked in the neighboring
cells can be offered to a given cell. This phenomenon leads to a decrease in the traffic offered
to a given cell and is called the thinning effect [11]. The class i traffic stream, which is
offered to the cell h by a call occurring in the access cell z, decreased by the thinning effect,
is called the effective traffic. Thus, parameters aUL

zh,i and aUL
zz,i can be obtained as follows:

aUL
zh,i = aUL

z,i

(
1 −BUL

zz,i

) |Sz |∏
k=1,ek 6=h

(
1 −BUL

zek,i

)
and aUL

zz,i = aUL
z,i

|Sz |∏
k=1

(
1−BUL

zek,i

)
, (20)

where aUL
z,i is class i traffic offered to the system by users in the z cell in the uplink direction

and ek is the element of the set of the neighboring cells for the cell z (Sz).
It should be noted that to determine the effective class i traffic aUL

zh,i, the information on the
blocking probability BUL

zh,i of the traffic of this class in the neighboring cells is indispensable.
Therefore, to determine the value aUL

zh,i the iterative method is used.
If we know the blocking probability BUL

zh,i of class i call in the cell h offered originally
in the cell z, we can determine the blocking probability BUL

zz,i of class i calls in the uplink
direction of the cell z:

BUL
zz,i = 1−

∏|Sz |

k=1
(1−BUL

zek,i) where ek ∈ Sz. (21)
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Consider now the system shown in Figure 1(b). The system services class i calls that
demand ti resources in each downlink direction of the cell to which they are offered (Eqs. (7
and (9)). The radio interface of each cell in the downlink direction can be described by
the FAG. Thus, the blocking probability of class i occurring in the downlink direction of the
access cell (z) can be expressed by the function:

BDL
zz,i = f

{
(azz,1, tzz,1), . . . , (azz,M , tzz,M )

}
. (22)

The blocking probabilities BDL
zz,i can be determined on the basis of the FAG with an infinite

(Eqs. (8) and (10)) and a finite (Eqs. (13) and (14)) number of sources. The service processes
of calls of particular classes in the downlink direction are independent (Sect. 3.1.) and do not
require taking into account dependencies between neighboring cells.

3.3.1. Blocking probability in the group of cells

In our model we assume that, in the case of services demanding resources in both direc-
tions, the service processes in each direction are interdependent. We can take into account
this dependency using the fixed-point methodology [11] which in Sect. 2. was used for de-
termination of the value of blocking probabilities in the uplink direction. This methodology
was used to determine traffic offered to the cell z by a class i call serviced in the z cell in each
of the directions. The class i traffic stream, which is offered to the cell z by a call occurring
in the uplink and downlink directions of the cell z, can be obtained as follows:

aUL
zz,i = azz,i(1 −BDL

zz,i) and aDL
zz,i = azz,i(1−BUL

zz,i), (23)

where azz,i is the total traffic offered by class i calls to the cell z and, the blocking probabil-
ities BUL

zz,i and BUL
zz,i are calculated based on (21) and (22) respectively. Thus, the blocking

probability of class i call stream in the cell z can be calculated using the iterative method, the
same way as the blocking probabilities in the uplink direction, and can be determined by the
following formula :

Bzz,i = 1− (1−BDL
zz,i)(1−BUL

zz,i). (24)

Services which demand only one direction, are calculated by the appropriate method depend-
ing on the direction in which they are offered (Eqs. (21) and (22)).

4. Numerical results

In order to confirm the proposed method of blocking probability calculation in a cell with
the WCDMA the radio interface and a finite and an infinite number of sources, the results
of the analytical calculations were compared with the results of the simulation experiments.
The study was carried out for users demanding a set of services (Table 1) and it was assumed
that: a call of the particular services demanded t1 = 53 (UL/DL), t2 = 257 (UL/DL),
t3 = 503/1118 (UL/DL) and t4 = 1118/1118 (UL/DL) BBUs, the holding time in the uplink



108

10-2

10-1

100

 0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3  1.4  1.5

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

offered traffic per BBU in the system [Erl]

calculation - speech
simulation - speech

calculation - video
simulation - video

calculation - data 144/384 kbps
simulation - data 144/384 kbps
calculation - data 384/384 kbps
simulation - data 384/384 kbps

Fig. 3. Blocking probability in the group of cells for infinite number of sources, d = 600 meters.

and downlink direction for each service is the same (based on practical implementation of the
UMTS system), the services were demanded in equal proportions (i.e. a1t1 : a2t2 : a3t3 :
a4t4 = 1 : 1 : 1 : 1), the maximum theoretical uplink direction load capacity for each cell
was equal to 10,000 BBUs, the LBBU in our model was equal to 0.0001 of the interface
capacity and the maximum uplink and downlink directions load (ηUL/DL) were set to 50%
of the theoretical capacity (i.e. V = 5000 BBUs for each cell in each direction)[12].

Figures 3 - 4 show the mean blocking probability of a new call as a function of the
offered traffic for 4 traffic classes serviced by the system with an infinite and finite number of
sources1 The results presented in Figs. 3 and 4 confirm the known dependence according to
which the increase in the number of the traffic sources is accompanied by the increase in the
values of blocking probabilities, with other parameters of the system and the traffic offered
being the same. The investigations were carried out for many numbers of traffic sources
and geometrical size of the cells. Due to the limited length of the paper, we have selected
exemplary results to present in the paper. All the presented results show the robustness of the
proposed method of blocking probability calculation. In each case, regardless of the offered
traffic load, the results are characterized by fair accuracy. The results of the simulations are
shown in the charts (Figs. 3–4) in the form of marks with 95% confidence intervals that were
calculated after the t-Student distribution. 95% confidence intervals of the simulation are
almost included within the marks plotted in the figures.

5. Conclusions

The admission control in wireless networks with the WCDMA radio interface admits
or blocks new calls depending on a current load situation both in the access cell and in

1The size cell influences the value of L
′
i parameter and a longer distance between Node B’s (d) effects in a

higher load of the system and an increase in blocking probabilities. Due to limited length of the paper we present
only the results of one exemplary plot (Fig. 4).
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Fig. 4. Blocking probability in the group of cells for 800 sources (200 : 200 : 200 : 200) and d = 4800 meters.

neighboring cells. In this article we present a blocking probability calculation method for
cellular systems with the WCDMA radio interface for the uplink and the downlink direction.
In our model we use load factor Li to estimate whether a new call of class i service can
be admitted or blocked. In the proposed calculation method the corresponding value of the
load factor in the neighboring cell is based on the Okumura-Hata propagation model. The
calculations are validated by a simulation. The proposed method can be easily applied to 3G
network capacity calculations.
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Abstract: In this paper we introduced an algorithm for calculating the steady-state blocking probabilities
in cellular mobile communication networks. In these networks, the blocking probabilities have simple expres-
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1. Introduction

Cellular mobile communication networks require investing effort with both improving
QoS and ensuring their reliability. However, it is impossible to obtain standard measures
and tools to evaluate the performance of a system. The Erlang model and several formulas
are often used to design circuit-switched networks, but such a model mustbe intractable for
mobile communication networks.

One of the first research studies of mobile communication networks was presented be
Everit and Manfield [1]. However, their model was not treated as a queueing network model.
A paper by Boucherie and Mandjes [2] specified the equilibrium distributionfor product
form cellular mobile communication networks involving a single call class. As representa-
tive research, Yoneyama et al. [3] presented a queueing network model with multiple call
classes and state-dependent transition rates with derived product form equilibrium distribu-
tion. However, in both papers no channel was available if the call was lost.This is referred
to as so-called "handoff" blocking.

Algorithms for computing blocking probabilities in terms of normalization constants
were only developed for special cases. Kaufman [4] and Roberts [5]used recursion for loss
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networks. Pinsky and Conway [6] used this method in computation algorithms for blocking
probabilities in Circuit-Switched Networks. Mitra [7] adopted this method for a class of two-
hop tree networks. Kogan [8] developed an algorithm for this model by relating it to closed
networks.

In this paper, we introduce a new method for numerically computating blocking proba-
bilities in cellular mobile communication networks. We formulate a model of these networks
as a queueing network with multiple call classes and state-dependent transition rates. To
measure performance we suggest a handoff blocking probability basedon a product form
equilibrium distribution. We propose an algorithm for computing these blockingprobabili-
ties. As numerical example, we investigated the blocking probabilities between neighbouring
cells in a nine-cell model.

2. A Model of a Cellular Mobile Communications Network and its Product-Form
Expressions

Consider a cellular mobile communications network consisting ofN cells andI classes
of calls. The number of classu calls in celli is denoted bynii(u) and the number of class
u calls in the handover area between cellsi andj is denoted bynij(u). Thus, the number of
classu calls carried by transceiveri is given by

mi(u) = nii(u) +
∑

j∈Hi

nij(u), u = 1, 2, . . . , I (1)

whereH is a set of neighbours of celli. In general

mi = nii +
∑

j∈Hi

, i = 1, 2, . . . , N (2)

wheremi =
∑I

u=1 mi(u), nii =
∑I

u=1 nii(u), nij =
∑I

u=1 nij(u). We assume that a new
call classu is generated by a Poisson process in celli with the rateλii(u), i = 1, 2, . . . , N ,
u = 1, 2, . . . , I, and in the handoff area between cellsi andj with λij(u), i, j = 1, 2, . . . , N ,
u = 1, 2, . . . , I. We suppose that the mobile classu call remains in celli for a holding time
exponentially distributed with the meanµ⋆

ii(u). The classu call can enter the handoff area
with cell j as a classv call (to the handoff area with celli) with probabilitypii(u),ij(v). The
classu call can end in celli or in the handoff areaij with the rateµ′

ii(u) orµ′

ij(u), respectively.

The holding time of a classu call in the cell i is exponentially distributed with the
mean1/(µ′

ii(u) + µ∗

ii(u)). The probability that classu call ends in celli is equal to
pii(u),0 = µ′

ii(u)/µii(u). Analogously, the probability that a classu call will enter the handoff

area with cellj as a classv call is equal topii(u),ii(v) =
µ′

ii(u)

µii(u)
pii(u),ij(v). Two conditions are

satisfied, namely
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∑

j∈Hi

p∗ii(u),ij(v) = 1 (3)

pii(u),0 +
∑

j∈Hi

pii(u),ij(v) = 1 (4)

A classu call remains in the handoff area between celli andj for exp(µij(u)) exponen-
tially distributed with the meanµij(u).

A classu call moves or returns to the interior of celli as a classv call with probability
pij(u),ij(v). The handoff of a classu as a classv call is attempted with probabilitypij(u),ji(v).

A cellular mobile communications network can be modeled as continuous time Markov
chainX = (X(t), t ≥ 0), which contains the number of calls in the areas of all cells. The
state of this Markov chain is given by vectorn = (nii, nij , j ∈ Hi, i = 1, 2, . . . , N ), where
nii = (nii(1), . . . , nii(I)), nij = (nij(1), . . . , nij(I)). We assume that the total number of calls
in the cells is given bym = (m1, . . . , mN ), wheremi =

∑I
u=1 mi(u). All restrictions are

inputed on vectorm. Nevertheless, our model of cellular mobile communications networks
includes both fixed and dynamic channel allocation schemes.

We assume that the Markov chain is irreducible and its state space is given byS = {n:
Am ≤ C, mi = nii +

∑

j∈Hi
nij , i = 1, 2, . . . , N }, where A is a matrix with nonnegative

entries,C is a vector of constraints.
A product form expression for the cellular mobile communications network withinfinite

capacity is obtained by assuming the partial balance of the network.
Thus, we can determine the traffic equation for all classu calls in the celli as follows

cii(u) = λii(u) +
∑

j∈Hi

I
∑

v=1

pij(v),ii(u) (5)

cij(u) = λij(u) +
I
∑

v=1

cii(v) · pii(v),ij(u) +
I
∑

v=1

cji(v) · pji(v),ij(u) (6)

wherecii(u) is the arrival rate of classu calls in celli andcij is the arrival rate of classu calls
in the handoff areaij.

The rateµii(u), i = 1, 2, . . . , N , u = 1, 2, . . . , I for the state of networkn is given by

µii(u)(n) = µii(u)

Ψ(n − eii(u))

Φ(n)
(7)

whereΨ andΦ are arbitrary nonnegative and positive functions,eii(u) is a row vector with 1
in ii place and0’s elsewhere.

The rateλii(u) for i = 1, 2, . . . , N , u = 1, 2, . . . , I for the state of networkn is as
follows

λii(u)(n) = λii(u)
Ψ(n)

Φ(n)
(8)
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Forj ∈ H, i = 1, 2, . . . , N, u = 1, 2, . . . , I the rateµij(u) when the state of the network
n is described by

µij(u) = λii(u)

Ψ(n − eij(u))

Φ(n)
(9)

whereeij(u) is a row vector with1 in theij place and0’s elsewhere. Analogously, when the
state of the network is given byn, the rateλij(u) can be formulated as follows

λij(u)(n) = λij(u)
Ψ(n)

Φ(n)
(10)

The product form expressions for a cellular mobile communications networkwith mul-
tiple call classes and state-dependent transition is given by

π(n) =
1

G(C)
Φ(n)

N
∏

i=1

∏

j∈Hi

1

nii(1)!, . . . , nii(I)!
·

1

nij(1)!, . . . , nij(I)!

·
I
∏

v=1

(
cii(v)

µii(v)
)nii(v)(

cij(v)

µij(v)
)nij(v) (11)

whereG(C) is the normalizing constant.
The basic formula for the blocking probability for classu calls at handoff areaij is given

by

Bij(u) = 1 − G(C − Ae′ij(u))/G(C) (12)

wheree′ij(u) is the transpose of a matrix with a1 in theij-th place and0’s elsewhere.
Now, we assume that the upper limitLij(u) is imposed on classu calls at handoff areaij.

Thus, the condition⌊Lij(u)/aij(u)⌋ ≥ ⌊L′

ij(u)/a′ij(u)⌋ for all i′ = 1, . . . , N ′, whereN ′ ≥ N .
We note thatAm′ ≥ C, m′ ≥ D, whereD is the set of call classes which are carried by
transceiveri. Let G(C, D) be the normalization constant as a function of the pair(C, D).
Thus, the blocking probability for classu calls at handoff areaij is given by

Bij(u) = 1 −
G(C − Ae′ij(u), D − Ae′ij(u))

G(C, D)
(13)

If D represents the final classu calls in the ordering this becomes simply

Bij(D) = 1 −
G(C − A · e′ij(D), D − 1)

G(C, D)
(14)

whereG(C, D) is the normalization constant.
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3. An Algorithm for Computing the Blocking Probabilities in Cellular Mobile
Communications Networks

The computational algorithms which are available deal with closed product form net-
works. The algorithms generally calulate blocking probabilities for networkswith N cus-
tomers based on the previous results forN − 1 customers. One approach, due independently
to Buzen [9] and Reiser [10, 11], is called theconvolution algorithm. It is basically a recur-
sion for the normalization constants for increasing customer populations.

Direct computation of a normalizing constant requires summing over the entire state
space. The number of states is the same as the number of ways thatDu classes can be
arranged overC constraints (for each classu call). Thus, direct computation requires

U
∏

u=1

(

Du + C − 1
C − 1

)

steps

whereU is the total number of calls.
The basic case and recurrence for computing the blocking probabilities are given by

Bij(u) = 1 −
G(C − A · e′ij(u), D − A · e′ij(u))

G(C, D)
(15)

The numerator can be computed using the previous recursive expression for the auxiliary
function. If D is the last classu in the ordering this becomes simply:

Bij(D) = 1 −
G(C − A · e′ij(D), D − 1)

G(C, D)
(16)

If term G(C − A · e′ij(D), D − 1)/G(C, D) in Eq. (16) enables the use of a recursion
to compute the blocking probabilities. The blocking probabilities in a cellular mobile
communications system are computed by theblocking_prob._computation procedure. The
convolution algorithm used in this procedure is given as follow:

Algorithm 1

Step 1: Define a matrixG(C − Ae′ij(u), D − Ae′ij(u)) of size (u + 1)U , whereU is the
number of class calls.

Step 2: All the elements in the first row of theG-matrix are 1, sinceGu(0) = 1, for u =
1, 2, . . . , U .

Step 3: All the elements in the first column of theG-matrix are calculated by the formula

G1(j) = x1G1(j − 1) = xj
1
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Step 4: All the elements from row 2 toU and columns 2 tou + 1 are determined by the
calculation

g(k, l) = g(k, l − 1) + g(k − 1, l)xl, k = 1, 2, . . . , U, l = 1, 2, . . . , U

Step 5: When the calculation process is complete, theG coefficients are the elements of last
column.

Step 6: Computation of the handoff blocking probability

Bu(k) = 1 − Gu(k), k = 1, . . . , U

4. Numerical Examples

Based on the algorithm for computing handoff blocking probabilities, we studied its
usefulness as a tool for analysing cellular mobile communication networks. Weconsidered
a cellular network set consisting of nine cells (see Fig. 1). In our model weinvestigated the
two-way connection of its immediate neighbours. We treat the handoff blocking probability
as a function of a cell, sayLi, when the connection ratioAij is given. The basic parameters
of constraint matrix are shown in Table 1.
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Fig. 1. Nine-cells layout.

In our study we investigated handoff blocking probabilities as a function ofthe load of
cell 3 for three several connection ratios, namelyA23 = 0.35, 0.25, 0.15. We assumed that
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the other connection ratios,Aij , have the same value. This means that the ratio of a two-
way connection to calls is equally distributed in all cells. The computed handoffblocking
probability between cell 2 and 3 for the load in cell 3 is given in Fig. 2. It canbe seen that
the handoff blocking probability between cell 2 and 3 increases when loadL3 is increased.
This is due to the load which is increased in cell 3.

Table 1. Basic constraint matrix.

Cells Cells
1 2 3 4 5 6 7 8 9

1 1.0 0.2 0.0 0.2 0.0 0.0 0.0 0.0 0.0
2 0.2 1.0 0.2 0.2 0.2 0.0 0.0 0.0 0.0
3 0.0 0.2 1.0 0.0 0.2 0.2 0.0 0.0 0.0
4 0.2 0.2 0.0 1.0 0.2 0.0 0.2 0.0 0.0
5 0.0 0.2 0.2 0.2 1.0 0.2 0.2 0.2 0.0
6 0.0 0.0 0.2 0.0 0.2 1.0 0.0 0.2 0.2
7 0.0 0.0 0.0 0.2 0.2 0.0 1.0 0.2 0.0
8 0.0 0.0 0.0 0.0 0.2 0.2 0.2 1.0 0.2
9 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.2 1.0
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The handoff blocking probabilities between cells 2 and 3 as a function of load in cell 1
and 2 are given in Fig. 3. Because the cell 1 is not the immediate neighbour ofcell 3, we
argue that the load of cell 1 has no influence on handoff calls from cell 2and 3. Figure 4
shows the handoff blocking probabilities between cell 2 and 3 as a functionof load in cell 1
and cell 4. It can be seen that the handoff blocking probability decreases asL14 increases. In
other words the loads of cells 1 and 4 have no influence on blocking probability in cell 3.

5. Conclusions

In this paper, we proposed an algorithm for computing the blocking probabilities in a
cellular mobile communications system. This algorithm is based on the product form queue-
ing network model and uses a convolution technique. In our model we can give spatial
information about the load of a cell in a cellular system.
We can make our algorithm useful for planning control in cellular mobile communications
networks as well as for quantitative analysis by investigating the behavior of the system.
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Abstract: The lifetime of a wireless ad hoc and sensor network is defined as the time after which a certain
fraction of nodes exhaust their batteries power. We propose a new mathematical model for determining the
lifetime of these networks. In our approach we have taken into consideration data loss within the network as well
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1. Introduction

Ad hoc networks [1, 2] consist of nodes that may be mobile and have wireless commu-
nication capability without the benefit of mediating infrastructure. Every node can become
aware of the presence of others within its radio range. Such nodes communicate directly by
their wireless communication links. Neighbours can communicate directly with one other.
And every node also plays an active role in forwarding data units to other nodes.

Wireless sensor networks (WSNs) [3] are a particular type of ad hoc network, in which
the nodes are small devices equipped with advanced sensing functionalities(pressure, acous-
tic, etc.), a small processor and a short-range wireless transceiver. In this type of network,
the sensors exchange information on the environment in order to build a global view of the
monitored region.

The lifetime of a wireless sensor network as well as an ad hoc network is defined as the
after which the first node (link) disconnects [4, 5]. This definition is especially useful for
determining the lifetime of these networks functioning in real-time applications. It isalso
referred to as theworst-case lifetime model.

The lifetime model of sensor networks and ad hoc networks was developedin study by
Bhardwaj [6], and in a number of papers [4, 7, 8, 9, 10]. The upperlimit of network lifetime
when the data source and data rate are known was derived by Bhardwaj [6]. A distributed
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procedure to find such capacity achieving routes was proposed in [4].In other papers [7, 8]
energy aware routing schemes were considered. Recently, minimizing the transmission cost
[9] and the placement of nodes for energy efficiency [10] have beenstudied. However, none
of the above given models provide an analysis of lifetime in hierarchical sensor networks
achieved by clustering.

The main goal of this paper is to introduce a new framework for modeling the lifetime
of WSNs and ad hoc networks. The first goal of this paper is to build a lifetimemodel of a
single sensor node (SN), a single clusterhead, a cluster, and a whole WSN. The second goal
of this paper is to answer the following question: is the lifetime of a WSN better fora flat
WSN or two-tier hierarchy in WSN? And also, how are the lifetimes of a sensornode and a
cluster in a WSN as a function of connectivity?

In the next section we discuss the lifetime of an SN. In Section 3, we introducea frame-
work for achieving a lifetime of sensors clusters, clusterhead sensors and a whole WSN. We
give some illustrations of our methodology in Section 4. We conclude in Section 5.

2. The Lifetime of a Sensor Node

In this section, we provide a definition of the lifetime of a sensor node (SN) in WSNs.
Since sensor networks are a subclass of wireless ad hoc networks, thislifetime model applies
in this type of networks also.

We have made some assumptions in our framework:

1) All the technical parameters (such as initial energy power stored in the battery, the
radio transmitting range, RAM memory, etc.) are the same for all nodes in WSN,

2) The radio transmitting range of SNs is limited to their neighbors,

3) All SNs have a fixed location in the sensor field. The sink is immovable,

4) SNs can be located by physical devices or topology discovery algorithms,

5) Communications between sensors run in a two-way direction within a communication
range due to limited energy power.

We assume that each node in the WSN has finite energyEinit
bat . The battery energy is

consumed in receiving and sending messages. When the battery energy isless or equal to
E∗

bat, the node can be considered as "dead". Thus, based on the above given assumptions, it
is possible to determine the lifetime of a single node, namely.

Definition 1
The lifetime of a continuously active SN is equal to

τ sensor
life =

Ebat

P1
(1)

whereP1 is the transmit power,Ebat is the current energy power stored in the battery.
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For a given spatial energy density in the networkρS , andP1 we can give the maximum
acceptable data-rate,Rmax

b , namely

Rmax
b =

P1 · ρS

ρmin
energy

(2)

whereρmin
energy is the minimum spatial energy density required for full connectivity. Thus, the

minimum required transmit power for full connectivity at a given data-rateRb can be written
as

Pmin
t =

ρmin
energy · Rb

ρS

(3)

The above relationship indicates that for a fixed number of nodes, if the nodes are dam-
aged during the elapsed time, the minimum transmitting power must increase proportionally
to preserve full connectivity in the network. This relationship also implies thatwhen the node
spatial density decreases and the minimum required transmit powerPt is constant, then the
data-rateRb must to be reduced.

Additionally, if Rb andP1 are fixed, the critical minimum node spatial density for full
connectivity in WSN can be written as

ρmin
S =

ρmin
energy · Rb

P1
(4)

Now, we can provide a better definition of the lifetime of a SN in a WSN.

Definition 2
When the data-rateRb and spatial energy densityρS in the WSN are fixed, the lifetime

of a node in the WSN can be formulated as

τ sensor
life =

Ebat · ρS

Rb · ρmin
energy

(5)

or

τ sensor
life =

(Einit
bat − t · econs)ρS

Rb · ρmin
energy

(6)

whereEinit
bat is the initial energy power stored in the battery,econs is the rate of energy con-

sumed by a sensor, andt is the elapsed time.
Note that a reduction in the data-rate will increase the lifetime of a continuously active

sensor and thus the lifetime of a whole WSN.
After transforming the last equation, we can obtain the relationship for thenormalized

lifetime of SN, NLS. The normalized lifetime of an SN is defined as the normalized remaining
energy of the sensor at the momentt, namely

NLS =
τ sensor
life

Einit
bat

=
(1 − t · econs

rel )ρS

Rb · ρmin
energy

(7)
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whereecons
rel is the relative energy consumption of a sensor node and is equal to the ratioecons

Einit

bat

.
Thus shows the relative speed of the energy consumed by a SN.

To calculate the energy consumption of each message transmission, we borrow the en-
ergy model used in [11]. The energy consumed when the sensor receives a message of sizek
is given by

ǫrec = ǫelec · k (8)

whereǫelec is the energy consumed per one received bit. The energy consumed on sending a
message of sizek is given by

ǫsend = ǫelec · k + ǫamp · r
2
· k (9)

whereǫelec is the consumed energy per one sent bit,ǫamp is the consumed energy by an
amplifier,r is the radio transmitting range of a single SN.

In this way, we obtain two amounts of energy consumed in one query messageat the
momentt, namely

ǫ(t)q = ǫ(t)q,rec + ǫ
(t)
q,send (10)

ǫ(t)r = ǫ(t)r,rec + ǫ
(t)
r,send (11)

whereǫ
(t)
r is the energy consumed in receiving, andǫ

(t)
q is the energy consumed in sending.

When we assume that all query messages are the same,ǫ
(t)
q andǫ

(t)
r can be reduced toǫq (ǫr).

According to the results given in a paper by Chen [12], the energy consumption ratio
when a SN is in idle mode, receiving mode and sending mode is: 1 : 1.2 : 1 : 1.68.Therefore,
the sending mode is the most exhaustive in terms of power consumption.

We can also determine the lifetime of a continuously active SN in more simpler form.
We assume that for a given data-rateRb the time taken to transmit one packet (message)
is L/Rb, whereL is the mean packet length. The total amount of energy consumed per
transmitted packet (message) can be given by

Epacket = P1 ·
L

Rb

(dimension [J]) (12)

Let the transmission of a packet with an average rate beλp and the average energy
consumed per secondλp · Epacket. Thus, the total time required to completely exhaust the
initial battery energy and thereby the lifetime of a SN is given by

τ sensor
life =

Einit
bat

λEpacket

=
Einit

bat Rb

λ · P1 · L
(dimension [s]) (13)

We now point out that the above results are obtained by using a uniform traffic assump-
tion (i.e. all nodes generate the same amount of traffic load) and all nodes consume the same
energy per packet whether an SN is receiving or sending packets.
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3. Determining the lifetime of clusterhead, cluster and fully hierarchically organized
WSN and ad hoc networks

In this section, we will determine the lifetime of hierarchical organized WSNs and ad
hoc networks.

WSN and ad hoc networks are often divided into groups defined as clusters. This concept
was introduced by Baker et al. [13]. Such an approach allows us to manage a cluster and
relay the collected data. In a paper by Ramamoorthy et al. [14] an expanding ring approach
was used in which the cluster depth is progressively relaxed until the desired cluster size
is exceeded. A hierarchy of networks is achieved by clustering technique. The first level
of this hierarchy consists of SNs which "control" other SNs. They are often referred to as
clusterheads. These nodes are natural places to aggregate and compress traffic data from
many sensors. The communication between the clusterheads is dominating and istreated as
backbone transmission. This communication is suitable for data transmission to the sink of a
WSN.

In hierarchical WSNa and ad hoc networks all SNs are assigned to one of the clusters.
There can be two ways of building clusters in a WSN. In the first option eachcluster must be
at most two hops away from any other node. In the second, one-hop clusters are considered.
Since the battery of clusterheads will tend to be exhausted more quickly, it is desirable that all
SNs in a cluster have equal battery capacities at any point. Therefore, the clustering algorithm
should be able to rotate the clusterheads.

If there is a lack of rotating clusterheads, we propose here the following definition.

Definition 3
The lifetime of a clusterhead in the hierarchical ad hoc/WSN in case of lack ofrotating

clusterheads is given by

τ clshead
life =

(Einit
bat − t · econs

rel )ρS

Rb · ρmin
energy · (c1 · rα + c2 · ns)

(14)

wherer is the coverage radius of a clusterhead,ns is the number of cluster members,α is the
path-loss coefficient, andc1 andc2 are constants.

It can be seen that the maximization the hierarchical network lifetime involves maximiz-
ing the lifetime of all clusterheads or maximizing the minimum lifetime over all clusterheads.

Now we can formulate determine the lifetime of a cluster in hierachical WSN/ad hoc
networks, namely

Definition 4
The lifetime of a cluster in an hierarchical ad hoc network/WSN can be written as

τ cluster
life =

1

Nc

Nc∑

i=1

w
(1)
i · τ sens

life,i (15)
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whereNc is the total number of SNs at the moment when the network starts andw
(1)
i is the

weight of each node stated as follows

w
(1)
i =

c3

d2
i

(16)

wheredi is the distance from thei-th node to the clusterhead of a cluster.
Naturally, for both of the above given lifetimes we can form the normalized lifetimes of

a clusterhead and a cluster.
Before we formulate the lifetime definition an entire hierarchical ad hoc and WSN net-

work, we recall that there is is some difference between both of them. An adhoc network
is built to transport a data. On the other hand, a WSN is not designed to transport data, but
rather to observe a region. Therefore, the WSN should be able to fulfill itsduty for as long
as possible.

There are a number of possible various definitions of an WSN lifetime.

1) The time until the first node fails, which is used in Real-Time WSNs,

2) The time until 50% of the nodes run out of energy and become inactive. Any other
fixed percentile is applicable as well,

3) The time until there is a spot in an WSN that is not covered by the network,

4) The time until a network position (when there are two nodes in that a WSN canno
longer communicate with each other) [15].

The need to maximize the lifetime of a WSN improves network performance. It means,
that each of the given lifetime definitions requires different solutions. Nevertheless, we pro-
pose here two suitable definitions of flat and hierachical WSN and ad hoc network lifetimes.

For a flat WSN and ad hoc network (i.e. networks without a two- or multi-level
hierarchy), we can give the following definition.

Definition 5
The lifetime of a flat ad hoc/WSN network is given by

τnetwork
life =

1

N

N∑

i=1

w
(2)
i · τ sensor

life,i (17)

whereN is the total number of SNs in a WSN at the momentt = 0 andw
(2)
i is the weight of

each node, namely
w

(2)
i =

c4

d2
i

(18)

wheredi is the distance from thei-th node to the sink of the network.
The above definitions not consider a start up of a spot of nodes withouttransmitting

range, as well as a possible a lack between two neighboring nodes.
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For the two- (or multi) level network hierarchy, we can formulate the following
definition.

Definition 6
The lifetime of a two-layer hierarchical WSN/ad hoc network is given

τnetwork
life =

1

K

K∑

k=1

w
(3)
k · τ clusterhead

life,k (19)

whereK is the total number of clusterhead nodes,w
(3)
k is the weight of each clusterhead

node given as as follows

w
(3)
k =

c5

d2
k

(20)

wheredk is the distance from clusterheadk to the sink of a WSN.

4. Numerical Experiments

In this section, we give some numerical results of lifetime modelling in hierarchical ad
hoc and sensor networks.

We assumed that in our model of ad hoc and WSN the node spatial density of anetwork
can change over time. Among other things, SNs are lost, when the batteries are exhausted. A
WSN changes its node spatial density. We define the initial density of SNs when the network
starts asN0. Keeping the sensor field constant, the node spatial density is decreasedif the
number of SNs becomes lower thanN0. The change in the number of SNs is defined as
∆N = N0 − Nf , whereNf is the the final number of SNs.

0

2

4

6

10−3 10−2
P1 [W]

×106

[s]

τ sensor
life

b

b

b

b

b
b

u

u

u

u

u
u

bb

uu

∆N = 100

∆N = 200

Fig. 1. Lifetime of a node as function of transmit power



128

0

2

4

6

10−3 10−2
P1 [W]

×106

[s]

τ cluster
life

b

b

b

b

b
b

Fig. 2. Lifetime of a cluster as function of transmit power

By using the Eq. (13) we obtained the lifetime of an SN as a function of transmit power
P1 for a given∆N = 100, 200 (see Fig. 1). It is evident that the node lifetime decreases as
the transmit power increases to support communication in a sparser network.

Considering the lifetime of a clusterhead as a function of the transmit power, the behavior
of the lifetime of a clusterhead is plotted in Fig. 2. It can be observed that the lifetime of a
clusterhead is less than the lifetime of an ordinary sensor.

The same effect is observed for the lifetime of a hierarchical ad hoc or WSN network
(see Fig. 3). This suggests that a long of lifetime is possible when the level ofconnectivity
is small. Thus, the spatial density is low.
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5. Conclusion

In this paper we presented a lifetime model for hierarchical sensor and adhoc networks.
This model can be a very powerful analytic tool in WSN design as it can be used to derive
many performance parameters of interest. Among other things, it helps showing which or-
ganization of an WSN or ad hoc network is better: a flat structure or two-level (multi-level)
hierarchy? In general, complete lifetime modeling framework provides an analytic tool for
assessing energy consumption in these networks.

Our future work involves using this model as an analysis tool for some routing algo-
rithms in WSNa, as well as damages and mobility in these wireless networks.
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Abstract: The paper evaluates the effectiveness of the Self-synchronization Packet Transfer (SPT) mech-
anism for handling heterogeneous Constant Bit Rate (CBR) streams in wireless LAN environment. The SPT
mechanism, previously introduced by the authors in [1], is aimed to improve the packet transfer characteristics
by limiting packet contentions occurring in IEEE 802.11 MAC protocol. The promising results of our studies
obtained in case of homogeneous CBR streams reported in [1], motivate us to extend our investigations for more
complex scenario where different types of CBR streams are handled in wireless LANs with erroneous channels.
More precisely, we consider heterogeneous CBR streams that differ in both packet sizes or inter-arrival times.
For such environment, we propose new algorithm that improves synchronization process of SPT mechanism. The
presented results show that thanks to proposed algorithm, the SPT mechanism is able to assure constant transfer
delay for almost all transferred packets.

Keywords: wireless LANs, CBR streams, Quality of Service, SPT mechanism

1. Introduction

Handling of Constant Bit Rate (CBR) traffic in IEEE 802.11 wireless LAN networks
[2] with guarantees of low packet transfer delay variation is still not solved in satisfactory
way. The main barrier is the contention mechanism used in the Medium Access Control
(MAC) protocol. According to it, when two or more stations want to transfer packets after
the medium was busy, their transmissions are scheduled randomly following the exponential
backoff procedure that with some probability may result in packets collision. Such behaviour
of MAC protocol causes that packets transferred in wireless LANs usually experience sig-
nificant delay variations. This effect was analysed in many papers, let us mention just a few
[3], [4] and [5], where authors pointed out delay variation as critical factor for handling delay
sensitive traffic over wireless LANs.

In this paper we focus on further evaluation of Self-synchronized Packet Transfer (SPT)
mechanism that was originally proposed by us in [1]. Let us recall that the objective of SPT
mechanism is to reduce delay variation experienced by packets transferred in wireless LAN.
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Fig. 1. SPT mechanism in wireless LAN network.

The SPT mechanism synchronizes moments when stations submit packets to MAC layer in
such a way to avoid transmission backoffs. Therefore, the SPT mechanism is implemented in
each wireless station (including the Access Point) on the top of the MAC layer as presented
on Fig. 1. For each CBR stream, the SPT mechanism delays packets for a certain amount
of time to assure its submission to MAC layer when the medium is idle. Thanks to this,
the packets are transmitted immediately without passing into the backoff procedure. Each
SPT entity calculates the value of initial delay independently from others taking into account
the time instant when transmission of the previous packet was completed, physical layer
parameters, as well as, the packet size.

The excellent behaviour of SPT mechanism in case of homogeneous CBR streams that
was reported in [1] motivate us to extend our studies to more complex scenario, where wire-
less LAN handles heterogeneous CBR streams. In this paper, we analyse CBR streams dif-
fering in packet size and packet inter-arrival times that correspond to typical voice codecs.
In addition, we study impact of transmission errors occuring in wireless channels on effec-
tiveness of SPT mechanism. For such environment, we propose new algorithm that improves
synchronization process of SPT mechanism. This algorithm allows SPT to keep synchro-
nised state in case of sporadic packet retransmissions caused by transmission errors or new
call arrivals.

Idea for improved handling of CBR streams is present in many related works. Some of
them, like in [8, 9, 10], try to tune the values of MAC parameters. Although it may improve
handling and reduce negative effects of packet transfer in wireless LAN, this approach is not
able to guarantee strict values of Quality of Service (QoS) objectives required by real-time
CBR traffic. On the other hand, this solution is attractive due to the easy implementation
in wireless LAN equipment compliant with new IEEE 802.11e standard [14]. The other
interesting approach, analysed in [11, 12] and specified as optional feature in [14], extends
MAC protocol with the polling mechanism that allows us to emulate synchronous TDMA
access. Note that TDMA is the best way for handling CBR traffic, but it requires a centralised
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control and complex scheduling algorithm to govern transmission of particular stations. As a
consequence, the polling mechanism is seldom implemented in currently available wireless
LAN equipment.

The paper is organized as follows. In section 2 we recall details of SPT mechanism,
discuss problem of SPT synchronization in case of heterogeneous CBR streams and describe
proposed algorithm for keeping synchronised state. Then, in section 3, we focus on eval-
uation of SPT performances in scenario with heterogeneous CBR streams and erroneous
wireless channels. Finally, section 4 summarizes the paper and gives an outline on further
works.

2. Enhanced SPT mechanism

In this section we recall the SPT mechanism proposed in [1] and then we describe new
algorithm that support SPT synchronization process. The objective of SPT mechanism is
to reduce delay variation experienced by transmitted packets. This effect is achieved by
exploiting the property of MAC protocol, according to which the packets arriving when the
medium is idle, must wait DIFS (Distributed Inter Frame Space) time. After that, if the
medium is still idle, they are sent without going into the backoff procedure. For that purpose,
the SPT running for each CBR stream delays packets for a certain time, called initial delay,
in order to submit packet for transmission when medium is idle. The main part of SPT
mechanism is the algorithm that determines value of initial delay. This value is calculated as
follows. When new CBR connection (with packet inter-arrival time D) arrives at the station,
the SPT entity sends first packet immediately to the MAC layer. Then, it observes the time
instant when acknowledgement for this packet is received from the MAC layer. For the next
packet belonging to this stream, the SPT entity delays the moment when it will be submitted
to the MAC layer in order to start its transmission exactly one inter-arrival time (D) after the
transmission of the previous packet was started. Formally, the value of initial delay for nth

packet may be expressed as (1):

dn
initial = Tn−1

conf − Tt + D − Tn
arrival (1)

where: Tn−1
conf denotes time instant when the SPT entity received acknowledgement from

the MAC layer about the previous packet n − 1; Tt is the packet transmission delay that
depends on the packet length, MAC overheads and acknowledgement; D is the packet inter-
arrival time specific for a given CBR stream and Tn

arrival denotes the arrival time of nth

packet.
The value of initial delay is calculated independently by each SPT entity during synchro-

nization phase. A given SPT finishes synchronization when the value of initial delay does not
change for a few consecutive packets. When all stations finish synchronization, the system
works similar to Time Division Multiple Access (TDMA) system where each CBR stream
has dedicated slot for packet transmission. As a consequence, it guarantees constant packet
transfer delay. The SPT remains in synchronized state until new CBR stream arrives and



134

PRESYNC

RECOVER SYNC

k-th success

failure
success

success

success

failurefailure

n-th failure

Fig. 2. State machine of enhanced SPT mechanism for handling transmission errors.

causes contention, or until a packet is retransmitted after transmission errors. Such events
may cause that some of already synchronized stations may require resynchronization.

The duration of synchronisation phase is one to the key performance factors of SPT
mechanism. The results in [1] show that SPT in most cases finishes synchronisation after
transmission of a few packets. However, those results correspond to the simplest case of ho-
mogeneous CBR streams handled in error free wireless LAN. In this paper, we consider more
complex scenario with heterogeneous CBR streams differing in packet size or inter-arrival
times handled in wireless LAN with erroneous channels. In this case, SPT synchronization
is more difficult as SPT needs to find feasible cycle that takes into account the least common
multiple of CBR streams’ packet inter-arrival times. The impact of this effect will be studied
in details in section 3.

Another problem with SPT synchronisation arises from random MAC retransmission
caused by errors over wireless medium or by disturbances introduced by new arriving flow.
To cope with them we enhanced SPT mechanism with new algorithm that keeps unchanged
value of initial delay in case of temporal disturbances. The algorithm is presented in Fig. 2.
Each new flow starts in PRESYNC state and after k successful consecutive transmissions it
changes to SYNC state. In state machine description the word success means that initial delay
of given flow was not changed, and as a consequence, any change of initial delay is marked as
failure. After achieving SYNC state any single failure causes a change to RECOVER state.
If in this situation we observe n failure events, the state is changed to PRESYNC. Otherwise,
any success event causes a return to SYNC state. This algorithm improves the behaviour of
SPT mechanism in two aspects. It brings stability in case of random packet retransmission
resulting from wireless errors and it favours the CBR streams that are already synchronised
over the new ones.

Summarising, the most important features of SPT mechanism from exploitation point of
view are: (1) stations perform synchronisation process independently in a distributed manner,
(2) no changes are required in the MAC layer that can operate according to Distributed Co-
ordination Function (DCF) or Enhanced Distributed Channel Access (EDCA) modes. How-
ever, the SPT requires exact values of time: (1) for obtaining the indications from MAC layer
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Fig. 3. The wireless LAN network assumed for simulations.

about receiving acknowledge packets, and (2) for emitting packets at specified moments to
MAC layer. Let us recall that operating systems, which usually govern logical queues be-
fore sending packets to the transmission buffer of wireless card, allow us for controlling the
events on the time scale in magnitude of milliseconds. However, our mechanism needs to
be more precise as it exploits MAC behaviour scheme, where time intervals are measured in
microseconds. Therefore, even if the MAC layer is unchanged, some support from the low
level software, called firmware, may be needed.

3. Performance evaluation

In this section we show the performance of SPT mechanism assuming different CBR
streams. In the first part, we study the effectiveness of SPT mechanism for handling hetero-
geneous CBR streams. Next we evaluate the impact of erroneous wireless channel on SPT.
For obtaining numerical results, we used NS-2 simulator [13] enhanced with the model of
the SPT mechanism.

For all experiments we assume a simple wireless LAN network depicted on Fig. 3. The
network consists of a single access point (AP), a number of wireless stations (STAx) and
a number of wired terminals Tx. The wireless LAN operates in DCF access method using
11 Mbps physical layer with long preamble. Following results from [1], we configure the
value of minimum contention window (CWmin) to 4, while maximum contention window
(CWmax) is equal to 1024. Furthermore, we assume that all STAs and AP are enhanced with
the SPT mechanism. Additionally, the wired part of the system is over-provisioned and, as a
consequence, has no impact on the collected packet transfer characteristics.

Three types of bidirectional CBR connections may run in the system that are presented
in Tab. 1. Connections of type A and C corresponds to G.729 and G723 voice codecs, while
type B was fixed arbitrary to emit long packets every 20ms. In each tests, connections are
started randomly between pairs of wireless station STAx and corresponding wired terminal
Tx.
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Parameter Profile A Profile B Profile C
Transport protocol UDP UDP UDP
Connection type bidirectional bidirectional bidirectional

Inter-arrival time (ms) 20 20 30
Packet size (bytes) 60 1500 64

IP peak bit rate (kbps) 24 600 17

Table 1. Traffic profiles for connections used in simulations.
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3.1. Heterogeneous CBR connections

In the first experiment we focus on stability of system handling connections that share
the same packet inter-arrival period, but differ in packet sizes. For this purpose we choose
type A and type B connections and configure physical layer to not introduce any errors.
Results of simulations are presented in Fig. 4 in a form of stability regions for three cases:
(1) standard system, (2) SPT enhanced system with synchronisation time limited to 100 ms,
and (3) SPT enhanced system without a limit on synchronisation time.

In all cases SPT exceeds or equals the capacity of standard system. When only type A
connections are considered, we can handle 18 connections instead of 15. When only type
B connections are handled, we do not observe such capacity gain. This is an effect of low
number terminals contenting for access to the wireless medium and SPT cannot provide
improvement in this case. We also note that in almost all cases achieving synchronisation
is very fast and takes less than 100 ms. We conclude that when all connections share same
packet inter-arrival period, then they can be handled effectively by SPT mechanism.

Next experiment involves connections that have similar packets sizes and differ in packet
inter-arrival period. Therefore, simulations cover here type A and type C connections. Fig.
5 shows system stability regions for this scenario. The curves represent the same meaning as
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Fig. 5. System stability region for mixture of type A and type C connections.

Connection profile FER=0 FER=10−4 FER=10−3 FER=10−2

A 18 15 15 13
C 26 23 22 18

Table 2. Capacity of wireless LAN with SPT mechanism for different FER values.

in previous experiment.

We see that standard system is more versatile when a mixture of type A and type C
connections is handled. Acceptance region behaves in almost linear way. SPT tends to
slightly lower values when the number of connections with different characteristic is low (few
at most). However, when we impose limitation on synchronisation time, then the capacity
in middle range of graph is much lower. When we consider homogeneous cases, where
there is zero connections of one type, then capacity and synchronisation time improves. We
conclude that connections with different packet inter-arrival periods should be avoided in
SPT mechanism and we propose to allow only one global value that is used for handling
connections by SPT.

Following above conclusions, we compared the values of IPDV for points selected from
Fig. 4 for acceptance region of standard system. As we see on Fig. 6, the IPDV in stan-
dard wireless LAN system increases with a growing number of type B connections in the
system. This effect originates from the combination of traffic with different packet sizes and
is enhanced by random behaviour of MAC protocol. Nevertheless, when we use the SPT
mechanism this problem is mitigated and every flow in the synchronized system observes
IPDV equal to zero.
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3.2. Erroneous wireless channel

Second part of evaluation covers the behaviour of SPT in the presence of random in-
dependent transmission errors. As we do not modify MAC protocol behaviour, every trans-
mission error of data frame or acknowledgement frame will cause retransmission and thus, it
changes the delay that packet spends in MAC layer. Tab. 2 provides simulated SPT system
capacity for different values of Frame Error Rate (FER), where state machine parameters are
k = n = 5. Although for low values of FER (10−4 and 10−3) the SPT mechanism suffers
from random retransmissions, it is able to synchronise for the same admissible load as stan-
dard system. In case of moderate FER=10−2 the SPT is not able to cope with high level of
randomness in system and requires lower system utilization. Lower load increases distances
between packet transmissions of different streams and it allows for control of jitter caused by
transmission errors.

Fig. 7 show time plots of IP Packet Transfer Delay (IPTD) metric observed by single
flow in system under moderate FER=10−2: (1) without SPT, (2) with SPT, and (3) with
enhanced SPT. In assumed traffic scenario the system handles only one type of connections.
The number of connections is chosen from Tab. 2 for type A. For the case on Fig. we see 7(b)
frequent resynchronisations that form increasing patterns. However, after enhancing SPT we
mitigate random retransmissions and achieve almost constant value of IPTD, as on Fig. 7(c).

4. Conclusions

In this paper we presented evaluation of SPT mechanism for the case when heteroge-
neous CBR streams are considered. Additionally, we enhanced the SPT by introducing state
machine for improving synchronisation stability in error prone wireless environment. Sim-
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Fig. 7. IPTD for single packet stream in system with FER=10−2 and 13 connections of type A.

ulation experiments confirm that for low level of FER the SPT is able to achieve the same
capacity as standard wireless LAN. When transmission errors became frequent, the SPT is
still able to synchronise for lower system load and it provides constant packet transfer delay
for almost all transferred packets. As SPT is very similar to shaper mechanism we may also
expect that it should allow for operation with bursty traffic sources.
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1. Introduction 

 

In modern period of total informatization a rapid development of wide variety of 

networks (including telecommunication - TCN) leads out of the network functioning 

optimization problem to the rank of extraordinary actual and practically important 

problems [1]. Modern information technologies open new possibilities for simulation and 

different optimization algorithms implementation. Nowadays together with desktop PCs 

notebooks and pocket PCs and smartphones are widely used. So it’s reasonable to support 

application which performs simulation and optimization of telecommunication networks 

for mobile platforms. This allows solving problems of optimal network management. 

Program for telecommunication networks simulation and optimization was developed 

using language C# oriented on platform .NET. The tool used for development was 

Microsoft Visual Studio 2005. Such choice was made because C# language is object-

oriented (that essentially simplifies developing large projects), safe, powerful and 

satisfies all engineering requirements. Using object-oriented method of attack an interface 

of abstract types was used [2]. Creating an abstract data model is one of the most 

important elements in solving problems using computer. For telecommunication network 

visualization own component (also called “control” in [3]) was created. For optimal paths 

calculations own algorithms were implemented. They are based on classical minimal path 

and maximal flow calculation algorithms. 
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2. Mathematical model of telecommunication network. 

 

Telecommunication network (TCN) can be considered as an aggregate of nodes 

(commutators) and an aggregate of connections between pairs of such nodes. Let 

telecommunication network contain N nodes. All given nodes can be considered as some 

set containing N elements. Let’s mark this set as V. Also let’s mark as V
(2)

 a set of all 2-

element subsets in set V. It’s obvious that any subset E of set V
(2)

 (E⊆V
(2)

) will represent 

some aggregate of connections between nodes. Let’s submit for consideration pair G = 

{V, E} which is called graph. Set V represents a set of graph’s vertexes and E – a set of 

graph’s edges. Set of vertexes V in graph simulates nodes in TCN and set of edges E – 

connections between these nodes.  

Graph G is called directed when G={V,E} where E⊂V×V is a subset of Cartesian 

square of set V. Edges of directed graph are ordered pairs (s,t) ∈ V×V. Graph G is called 

planar when it could lay on the plane so that edges would’t have any other points of 

intersection except graph’s vertexes. TCN in most cases is planar so it can be placed on 

2D plane. Graph that simulates such network will be planar. This feature allows 

representation of network without edge intersections. 

A sequence of edges (l1,…,ln) where every two consecutive edges li, li+1 are different 

and have common vertex is called path in graph. The same edge could be met several 

times in one path. Vertex of edge l1 which doesn’t belong to l2 is called beginning of path 

and vertex of edge ln which doesn’t belong to ln-1 is called end of path. Two vertexes s and 

t are called connected when there is a path with beginning in s and ending in t. When 

vertexes s and t are connected and s = t then path is called cyclic. When all vertexes in 

graph G are connected with each other then graph is called connected. It’s obvious that 

problem of graph connectivity is extremely important for TCN because connectivity 

breach in TCN means impossibility of connection establishment between subscribers that 

is inadmissible. 

Main characteristics of each graph are its vertexes and edges quantity, N and K 

correspondingly. These characteristics represent quantity of nodes in TCN and 

connections between them. When l∈E looks like l={s,t} then edge is called incident on 

vertex s and vertexes s, t are called incident on edge l. Vertexes s and t that belong to the 

same edge are called adjacent. Quantity of edges that are incident on vertex s is called 

vertex’s degree and marked as degree(s). Degree of vertex determines importance of 

appropriate node in TCN. Depending on type of simulated network some constant Cm 

which determines importance of node in network could be used. 

 When the following condition is met:  

degree(s)≥Cm     (1) 
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or in other words when degree of vertex is greater than some constant value then current 

node could be considered as central, in other case – as peripheral. Vertex s is called final 

when its degree is equal to 1: degree(s)=1. 

For numeric realization of optimization algorithms let’s introduce concept of graph 

density. Let’s submit for consideration η - density of graph. It’s calculated with the 

following formula: 

η=r/N     (2) 

Graph is dense when η≥N and sparse in opposite case. Most of telecommunication 

networks usually use only small part of all possible connections. For example, graph 

containing main lines of TCN “Ukrtelecom” consisted of 42 nodes (N=42) and 72 edges 

(K=72) in 2004. Maximal quantity of edges for such graph is 861 (Zmax=861) but really it 

contains only 72 edges (η=3, 4). It means that graphs of TCN are usually sparse. This 

feature of TCN graphs is extremely important while choosing optimization algorithms 

because some of them perform much faster on sparse graphs [2]. 

Graph G is called edge-weighted when with each edge l positive real number w(l) is 

associated, or in other words there is a reflection w from set of edges E to set of real 

numbers w:E→R. Number w(l) is called weight of edge l. Sum of all edge weights is 

called weight of graph edges and marked as w(G).  

During TCN graph consideration there is also a need to take some characteristics of 

nodes into account. So it’s reasonable to submit weights of graph nodes for consideration. 

Graph G is called vertex-weighted when with every its vertex s a positive real number 

ω(s) is associated, or in other words when reflection ω from set V to the set of real 

numbers ω:V→R is defined. Number ω(s) is called weight of vertex s. Sum of all 

vertexes’ weights is called weight of graph vertexes and marked as ω(G). 

For TCN simulation weighted graphs are usually used. Such consideration allows 

taking some features of connections’ structure into account. For TCN the following kinds 

of edge weight reflection are important:  

w(l)=d(si ,sj) , d:E→R,      (3) 

- reflection that defines distance between nodes si ,sj;  

w(l)=t(si ,sj) , t:E→R,     (4) 

- reflection that defines signal passing time between nodes si ,sj;  

and also 

w(l)=c(si, sj), c:E→R,     (5) 

- reflection that defines carrying capacity of connection between nodes si ,sj. 

In a similar way let’s submit for consideration reflection of each vertex’s weight in 

graph: 

ω(s)=θ(si), θ:V→R     (6) 

- reflection that defines signal delay in node si,; and also  

ω(s)=h(si), h:V→R.     (7)  
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During optimization algorithms implementation in computer system a possibility of 

data inputing and storing for each of reflections (3)-(7) was provided. Reflection (6) 

which describes signal delay in node is represented as  

ω(s)=0 when there is no delay on node,     (8) 

ω(s)=θ1 - delay that persists on node s in overloaded mode, 

ω(s)=θ2 - delay that persists on node s in normal mode, 

ω(s)=θ3 - delay that persists on node s in idle mode. 

Reflection (7) that describes different working modes could be represented as 

following:  

h(s)=0 when node s is in normal mode,      (9) 

h(s)=1 when node s is in overloaded mode, 

h(s)=2 when node s is in idle mode, 

h(s)=-1 when node s is disabled. 

Considered characteristics of TCN are taken into account in developed computer 

system. So it’s easy to represent importance of current node in network, various working 

modes of TCN and operate on different parameters such as delay time, distance between 

nodes, signal passing time, node’s availability. 

 

3. Structure and general characteristics of project  

 

Project Graph .NET is oriented on desktop and mobile platforms and runs under 

Microsoft .NET Framework (.NET Compact Framework). It allows simulating 

telecommunication networks using graphs theory and solving flow optimization and 

management problems. As mentioned earlier, nowadays smartphones and pocket PCs are 

widely used. That’s why project was developed taking mobile platforms into account.  

Solution Graph .NET is cross-platform: in case of desktop PCs and notebooks it 

works under operating systems Microsoft Windows 2000/XP/Vista after installing .NET 

Framework 2.0 or higher, in case of pocket PCs and smartphones this is Windows Mobile 

2003/5.0/6.0 with .NET Compact Framework 2.0 or higher. It’s important to note that for 

correct work on smartphones a sensor display is required because most of operations on 

graphs (add/remove nodes, relations, etc.) couldn’t be performed using only keyboard. 

Target platforms and operational systems which support current project are represented 

on fig. 1. Version that is under consideration marked with grey color. 

Such choice was made because developed application is multi-purpose and allows 

simulation of other kinds of networks, for example transportation ones. Then nodes will 

represent cities, crossroads and some travel points inside cities or railway stations. 

Connections in this case will represent roads or railways. This opens new possibilities for 

program in route planning. In this case developed computer system could be a part of 

GPS navigators and other route planners which are mostly oriented on mobile platforms. 
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Fig.1. Target platforms and operational systems supported by project Graph .NET. 

 

Project consists of two parts which are compiled separately. First one is core which 

includes all base classes for representing and processing graphs and is compiled into 

library Core.dll. It contains implementations of algorithms on graphs including networks 

features, component for graph visualization and classes for graphs serialization into XML 

files. Second part contains user interface and is compiled to executable file Graph.net.exe. 

The advantage of such approach is that algorithms and user interface are separated so that 

others can write their own user interfaces or modify existing one without investigating 

algorithms implementation and vice versa. It’s important to note that .NET Framework 

and .NET Compact Framework are slightly different so for compatibility purposes core 

for mobile platforms a little differs from core for desktop computers. Structure of project 

is represented on fig. 2. 

                
Fig. 2. Structure of project Graph .NET. 

 

Developed application has user friendly interface. Main window contains main menu 

1, component for graph visualization and management 2 and tabs with some additional 

settings 3 (Fig. 3). 

Graph 

.NET 

Core 

(Core.dll) 

User interface 

(Graph.net.ex

e) 

Base classes (Graph, 

Node, RelateNode) 
Base collections Serialization into 

XML 
Graph algorithms Control for graph 

visualization 

Main and helper 

forms 

Graph .NET 

Desktop PC, laptop 

(IBM-compatible) 

Pocket PC, smart phone (with sensor 

screen) 

Windows 2000/XP/Vista 

+ .NET Framework 2.0 and higher 

Windows Mobile 2003/5.0/6.0  

+ .NET Compact Framework 2.0 and 

higher 
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Fig. 3. Main window of program GRAPH.NET (version for mobile platforms). 

1 – main menu, 2 – component for graph visualization and management 

3 – tabs with additional settings 

 

Result of calculations is displayed as a message. In case of shortest path algorithm it 

is a value of calculated path length. When maximal flow algorithm is selected then value 

of maximal flow is displayed. Unit of measurement depends on initial values. 

During program development the following base classes were created – Graph 

(represents graph), Node (represents vertex of graph), Connection (represents edge). 

Vertexes in graph (or nodes in telecommunication network) have following 

properties: Delay – delay of signal on node; Mode – working conditions of selected node; 

Size – screen size of selected node (in pixels); Text – contains text which is displayed 

over node.  

Edges in graph (or connections in telecommunication networks) have following 

properties: Саpacity – capacity of selected connection; Distance – length of the selected 

connection; Enabled – determines whether selected connection is available at the 

moment; Flow – shows value of flow which is passing through selected channel at the 

moment.  

The most compatible mode for developed application is QVGA, vertical screen 

orientation (240x320). VGA mode (480x640) is also supported, but layout of all main 

elements is optimized for QVGA display. When screen resolution is not standard (i.e. 

800x480, 320x320, etc.) graph visualization component can be adapted to needed sizes 

using additional settings on tabs in main widow. Also it’s important to note that if size of 

graph is larger than screen resolution, scroll bars appear. They allow gaining access to 

whole graph despite small screen size. 
Graph is a hierarchical structure so in addition to base classes were created classes 

that contain collections of nodes and edges. All data about graph could be saved to and 

2 

3 

1 
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loaded from XML files. In program there is a feature which allows loading images of 

geographical maps and setting them for graph as “wallpapers”. It is extremely useful 

when program is used as electronic map and nodes in graph represent towns and cities. 

The advantage of XML format is that it is “human-readable” and user can edit graph 

manually, using text editors.  

Sometimes in networks from different reasons nodes or connections between them 

could be disabled. In that moment all flows should be redistributed using available nodes 

and connections. In application all these conditions are taken into account. Also network 

can work in different modes (idle, normal, overloaded). In our model this is also taken 

into account and it determines delays on nodes. 
 

4. Optimization possibilities of program 

 

For TCN traffic optimization purposes algorithms of shortest path and maximal flow 

were developed. As it was mentioned earlier, developed application allows calculating 

minimal paths between two nodes. Shortest path algorithms are based on known classical 

Dijkstra and Floyd algorithms [2] but some modifications were made taking features of 

TCN reflected in formulas (1)-(7) into consideration. In classical Dijkstra algorithm 

minimal path is calculated by building shortest path tree (SPT), nodes to which are added 

in order of increasing distance to them from initial node. In Floyd algorithm value is 

received from the appropriate matrix. Classical Dijkstra and Floyd algorithms are widely 

described in [2]. Modified in developed computer system shortest path algorithms take 

delays on nodes defined by reflection (6) into account.  

In case of telecommunication networks we could find the shortest connection 

between some nodes. From the other side, this possibility could be used in GPS 

navigation for building optimal paths between cities (cities in this case are represented by 

vertexes of graph) or inside some city (vertexes of graph in this case should represent 

parts of streets).  

Flow calculations are based on classical augmental way algorithm, known in 

literature as Ford-Fulkerson algorithm. It allows finding maximal flow that could be 

passed between current two nodes using all available at the moment connections. 

Developed computer system calculates value of maximal flow and shows its structure by 

highlighting appropriate connections. Running application on pocket PC calculating 

maximal flow in city telecommunication network is shown on fig. 4. 
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Fig. 4. Program Graph .NET on pocket PC. Calculating maximal flow inside city  

telecommunication network. 

 
Fig. 5. Structure of simulated city telecommunication network. Screenshot from Graph .NET  

for desktop PCs. 
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Now let’s demonstrate possibilities of program on some example. 

Telecommunication network shown on fig. 5 consists of 2 central and 16 peripheral 

nodes. All central and 11 peripheral nodes form two circuits; other 5 nodes lie beyond 

them. Carrying capacity of conections inside circuits is equal to 2,5 Gbit/s, beyond them – 

1 Gbit/s. In every moment of time some connections could be disabled. Delays on all 

nodes for simplicity are equal to 1 ms. Speed of signal passing is equal to the speed of 

light so delays on conections inside city could be ignored. Table 1 shows calculated 

maximal possible flow, shortest path and passing time for signal in different 

situations.Central nodes (“Central”) are marked with letter C, peripheral (“ATS”) – P. 

First row in table shows situation when both nodes are situated inside circuits so 

maximal flow and minimal signal passing values received. Second and third rows show 

situation when one of connections which belong to previous shortest path is getting 

disabled. Program recalculates shortest path looking for available nodes but this increases 

signal passing time. Maximal possible flow decreases because quantity of possible paths 

between nodes has been decreased. Next two rows show the similar situation but in this 

case peripheral connections are bottleneck of the entire path so maximal possible flow is 

equal to carrying capacity of peripheral connections. Last row in table shows situation 

when peripheral connection is getting disabled. In this case program is unable to find 

alternative path and appropriate message is shown. 

 
Source 

node 

Type of nodes in 

accordance with 

formula (1) 

Desti-

nation 

node 

Disabled 

connections 

Signal 

passing 

time, ms 

Shortest path of 

signal 

Maximal 

possible flow, 

Gbit/s 

C1 Central C2 - 2,0 C1-P6-P2-C2 7,5 

C1 Central C2 P6 – P2 6,0 C1-P8-P3-P1-P15-

P14-C2 

5,0 

C1 Central C2 P6 – P2 

P3 – P1 

6,0 C1-P7-P10-P11-

P13-P14-C2 

2,5 

P4 Peripheral P9 P6 – P2 3,0 P4-P5-C1-P7-P9 1,0 

P4 Peripheral P9 C1 - P7 

P13 – P11 

10,0 P4-P5-C1-P6-P2-

C2-P14-P13-P11-

P10-P7-P9 

1,0 

P4 Peripheral P9 P5 – C1 - - - 

Tab. 1. Calculating maximal flow and shortest path of signal in city telecommunication network. 

 

Calculation time wasn’t considered in this table because it is less than minimal 

detectable by program value (0,1 ms). Initialization time was equal to 15 ms. 
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5. Conclusions 

 

1. Created computer system for telecommunication networks simulation. A cross-

platform application developed using language C# and object-oriented point of view. 

2. Theoretical base for computer system development is presented. 

3. Program has user-friendly interface and allows solving optimization problems for 

different kinds of networks. In case of telecommunication network nodes are represented 

by vertexes in graph and connections by edges. 

4. Maximal flow and shortest path calculation results for main lines in city 

telecommunication network were presented on example and analyzed. 
5. In real networks from different reasons some connections or nodes could be disabled. 

In developed application this feature was also taken into account and transportation flows 

could be redistributed. 

6. Project is in stage of further development. Versions for desktop and mobile systems are 

improving simultaneously. Perspective branch of development is adapting project for 

GPS navigators and other route planners. 
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Abstract:
In the paper we present the results of our further work on the new method of the traffic engineering based

on an adaptive multipath unidirectional routing based on the Minimum Delay Routing principle [10,11,30–33].
The routing problem considered in our work is focused on the traffic specific for industrial applications and
low performance links, esp. wireless. In such situation the regular on-off low volume traffic is interlaced with
the intensive stream and/or datagram traffic. The traffic specific for control of technological processes requires
quite low bandwidth, reconciles with even large single (not clustered) data loss, but does not tolerate delays.
These cause significantly different requirements than in typical networks. The paper extends previous results
considering TCP traffic by maintaining paths and overall network stability in hard traffic conditions.

In the presented approach, we assume that the values of link costs in all links and all metrics are not
known exactly, but we consider them as values with uncertainty. Such an approach, together with associated
forwarding method allows to assimilate well known routing algorithms (typically different for wired and wireless
parts of networks) to the behaviour close to optimal, and therefore, to obtain significantly shorter latencies,
jitter, nearly no loses, better throughput for data flows, than in the case of usage pure standard or uniform
algorithms.

The paper strictly extends the work published in [24].
Keywords: : Traffic Engineering, Routing, QoS, Industrial networks

1. Statement of the problem of the traffic engineering in industrial networks

The industrial networks, i.e. networks, that connect actuators, sensors and control nodes
necessary to control technological process are traditionally divided into three classes: the
fieldbus, real-time and backbone [19], where fieldbus networks are usually developed us-
ing RS-485 controlled devices under supervision of simple master-slave protocol like e.g.
MODBUS, however there are plenty of incompatible “standards” in this kind of networks.
Such devices periodically interchange information, that consists of a few bytes only, but
sometimes the measurements produce the large volume data (i.e. cameras and scanners).
The number of such devices is in range of thousands or tens of thousands for large plants.
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Due to the channel communication limitations, often lack of collision sensing, the master-
slave or command-answer or “external” policy is preferred (esp. on low throughput links)
over autonomous (time of the transmissions is chosen by the device). Sometimes the event
driven schedule is applied [19]. For large latency links and clustered informations it is an
equivalent to the stream transport. In practice both policies time or event driven are used
simultaneously.

The “real-time” network is a time predictable network like Profibus [21], Real-Time
Ethernet [1], ARINC family [6, 19], etc., that connects processing nodes responsible for
collecting data for the controlling processes using fieldbus. The backbone network is a
general purpose network without any special requirements.

Today however, the border between a fieldbus and a real-time network wipes out. Most
devices use OPC [2] standard of a communication, or very similar, but highly simplified
paradigm, if no enough throughput or processing power is available. OPC-aware devices
are extremely easy to deploy, but require rather high bandwidth, and are better adjusted to
high speed, low latency, lossless wire links than to the more liable and slow wireless or
asynchronous ones. Moreover OPC require a stream (point-to-point) transport and therefore
there is a problem with redundancy at this level. The afore-mentioned simplifications are
to adjust fieldbus control nodes to the OPC.

Moreover the traditional fieldbuses suffer from the poverty of scalability and redun-
dancy. Increasing the number of sensors/actuators sometimes is very expensive due to
depletion of channel resources (distance, power, throughput, etc.). Redundancy required
for safety of technological processes associates not only with a redundancy of sensors –
redundancy of links is also required. All the channels must fulfil the time constraints, not
only during normal work, where periodic communication usually dominates, but even par-
ticularly in an alarm or emergency mode work, where multiple of events are transmitted in
a burst mode. Violating of these can cause a catastrophic situation like the famous failure
of F18 prototype in 1993 [19].

Therefore the wireless links more and more often complement the wired ones, giving
additional advantages by decreasing weight of systems (e.g. aircrafts) [26, 29], making
available to control mobile devices, decreasing costs of installation and maintenance, etc.

Such approach caused a development of the special kind of networks like ad-hoc [25],
or especially sensor networks [9]. The main development efforts in this domain are directed
to military or environmental research, but industrial standards were also created – e.g. IEEE
1451 [3].

For such networks there is necessary to develope the common for wired and wireless
parts traffic engineering algorithms, that can direct, or even split the traffic into multiple
channels.

It is necessary to remember, that although IP protocol dominates in all traditional
network, the kind of networks described above accepts it very slowly due to the significant
overhead and bandwidth limitations. However such solutions like headers compressions
[15], tunnelling, gateways can be easily and willingly applied. Independent of this, one
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can consider UDP (less or more CBR for autonomous communication) traffic and TCP (for
event driven communication or asynchronous sinks [2]).

The Traffic Engineering (TE) applied to the MPLS networks has significantly different
requirements, therefore different algorithms are applied to these [16]. Esp. no contracts are
defined for the technological processes, and it is impossible to predict all possible alarms,
conditions or faults that can influence on the traffic volumes.

2. Optimal usage of links

About thirty years ago, when networking and its theory was emerging, Gallager [10] formu-
lated the Minimum Delay Routing principle of the optimal routing. After appearing of the
predecessor of today Internet – the ARPANET, many attempts of the practical application
of this principle have been made [17], but without success. The main problem with such
an application was the arising of routes flapping, e.g. oscillations of routes (paths) caused
by changing the paths delays, that is a result of changing the link loads. The flapping
phenomenon influences unfavourably throughput of the network as a whole, and by least
increasing the network latency and decreasing quality of the network device control.

The adaptive routing is considered as an unstable solution and therefore, the idea of
optimal routes was dropped twenty years ago [17], and metrics used today are based on
the simple approximations of the optimum, which are administratively set up and hence
constant. These approximations are usually based on hop counts, or link attributes like
available bandwidth, reliability, average delays, loss ratio and others. When a network is
stable (in the sense of the carrying the stable traffic), every such an attribute set properly
(or composition of the attributes) better or worse approximates the optimum. However, the
assumption of network stability (the link loads are constant) is unrealistic. Therefore such
a typical approach causes significantly less then optimal network usage, and less efficiency,
i.e. growing costs of networks and can be dangerous for the control process leading even
to a diaster.

The main goal of our work is the maximum exploitation of existing (very limited in
fieldbus) network resources, taking into account the properties of the standard transport and
application protocols without necessity of uniforming them in the whole network (routing
protocols in wire and wireless infrastructure, ad-hoc, sensor parts of the network signifi-
cantly differ). The method of achieving this goal, has to cooperate and complement Active
Queue Management (AQM) algorithms [12, 28], although the AQM has significance only
for the event-driven mode or when sensors have highly different periods, and queues lengths
have to be kept short to maintain low latencies.

Admittedly the notion of a routing protocol is inseparably connected to a way of
finding routes in the network, however the proposed algorithm is not a routing algorithm
in such meaning. It is rather a method of the link cost manipulation in order to increase
efficiency of any standard routing protocols. The advantages of the proposed algorithm can
be observed only when multiple routes that satisfy LFI (Loop Free Invariant) condition,
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between the same pair of the nodes existing in the network. This approach can be applied
both to connection (in particular – in the highly cultivated today MPLS networks [16,27])
and connectionless networks, if the route establishing algorithm supports multiple paths.
Note, that the problem of establishing paths that satisfy the LFI condition is not a topic of
this paper (and our work), and it is exhaustively described in [7].

The proposed algorithm is suitable for the unicast flows, but it is necessary to remember,
that the multicast (or better – anycast) flows can add additional redundancy.

3. Multipath routing

The idea of multipath routing has been known for many years, however in practice such
kind of routing is applied unwillingly, and usually to equal cost paths. Because of the
approximation properties of a typical link cost attributes, the delay seen by transport pro-
tocols vary when packets are forwarded uniformly on the paths and the paths are loaded
differently. This phenomenon gives the effect similar to the one observed when route flap-
ping occurs. Applying multipath routing when parallel path metrics are different (e.g. in
EIGRP [4]) is very uncommon, and advantage of it is questionable. These problems can
be alleviated by proper queuing or splitting traffic onto different paths using some hash
function, however efficiency of such approach depends on the kind of traffic and requires
significant processing and memory resources [13].

In the presented solution, we have merged delay approximation and multipath routing
together with an appropriate packet forwarding algorithm, to achieve the desired goals.
The proposed algorithm was inspired by the Nash equilibrium rule [20] and by the solution
like MIRA (Minimum Interference Routing Algorithm [18]), but taking into account the
mixed traffic (both TCP and UDP), unfortunately self-similar, heavy-tail one. The idea
of this approach is to find the optimal paths for the transmissions in the whole network,
sometimes at the cost of decreasing performance of some flows. Computation of the Nash
equilibrium for the given network condition is very tiresome and hence unrealistic in real
networks [20]. Moreover, it does not always lead to the optimal solutions [8]. The off-line
solution like MIRA can be applied in the MPLS networks, where the declarations for the
flows are known a priori as a result of the SLA contracts. However, such an approach
is impractical in industrial (in fact - in any packet) networks, where both intensity and
duration of flows are not known, and can vary by a few orders of magnitude.

4. Basic solution

As opposed to the typical method of the delay approximation [17], that relies on computing
the average delay for every link in a constant interval, in HQRA algorithm we propose to
apply an estimator – the first order low pass filter exactly the same, like the one used in
TCP [14]:
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ak+1 = αkxk + (1− αk) ak (1)

where xk is a link delay, i.e. sum of times of propagation, transmission, media access,
processing and queuing. From among these elements, even if queues are pretty short, the
most important is the queuing time – duration between enqueuing and dequeuing packets,
independent on AQM algorithm. This is important not because of the duration itself, but
because of its variation (see right subfigure 1). In equation (1), the ak is an estimate of the
average link delay.

In such approach we encounter the problem of selecting the time constant of the filter
(i.e. the coefficient αk). The optimal value of this constant depends on the kind of traffic,
RTTs of particular flows, versions of TCP, statistical properties of traffic, etc. Therefore it
is extremely difficult to give the general rule of setting up this value, if we want to achieve
the fast reaction on the link load variation, together with limiting the number of the routing
advertisements. So we have proposed the following adaptation method of the coefficient
αk

σk+1 = β |xk − ak|+ (1− β)σk (2)

where σk is an estimate of the average deviation (as analogue to the variable SDEV in the
basic TCP algorithm [14]). The detailed discussion on the correct values of the coefficients
α and β can be found in [22–24].

The only link attribute used today in HQRA is the estimated link delay given by
(1), however the xk can be interpreted as the value of a penalty function at the time k.
Presented approach is inseparably linked with two general problems – the value ak changes
very often, and advertising of the every change would generate the huge network load. A
result of the delay estimation procedure described above is that obtaining exactly the same
metrics on parallel paths is hardly possible. Therefore, the question arises — if, and if so,
how, we should use particular paths. In other words – how to efficiently split the traffic
among particular paths. The third serious problem is the stability of the set of equations
(1), (2). It is easy to prove that the poles of transfer function of (1) and linearised (2) are
in the unit disk for every α, β ∈ (0, 1), so the equations are locally stable. However, the
prove of a stability of the equations (1), (2) in particular link does not guarantee stability of
overall network. This is because the router knows exactly the state of its own link, knows
approximated (but sometimes outdated) state of the links between current and traffic sink
node, but this router knows nothing about the network that delivers packets to it, esp. the
router knows nothing in what way, if any, the predecessor nodes react on the link attribute
(and metrics) changes.

Considering extremely harmful flapping phenomenon, to achieve mentioned above,
desired traffic properties, it was necessary to develop the algorithm of

• directing packets to alternative paths in ratio that depends on the route metrics ratio.
This value must change gradually. This algorithm should work on the nodes that
have more than one LFI path to the sink,
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• link cost adaptation to the unknown conditions appearing in the part of the network
that supply the current node,

• predicting the values of link cost attributes in such a way, that the changes of the
link cost were advertised only if necessary.

5. Uncertainty of the link costs

All the algorithms mentioned above were developed on the basis of the formulation of the
value of the link costs considered as the uncertain (fuzzy) values. We propose to define
this uncertainty by splitting equation (2) into two other

σ+
k+1 = β (xk+1 − ak+1) + (1− β)σ+

k if xk+1 > ak+1 (3)

and
σ−k+1 = β (ak+1 − xk+1) + (1− β)σ−k if ak+1 > xk+1 (4)
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Fig. 1: Geometrical interpretation of uncertain value A = ab
c (on the left) and results of the estimations (1), (3), (4)

performed on a sample link.

The result of such approximation is presented in figure 1. Of course, the condition
σk = σ+

k + σ−k is always satisfied, so equation (2) need not to be evaluated separately. If
we compute the real values of deviations, we always have σ+

k = σ−k , however it is not true
in the case of estimates (3) and (4). These values can be used to obtain the uncertainty of
the link delay. Because the link cost should be the integer value, we describe this cost as a

Ak = [ρak]
[ρσ+

k ]
[ρσ−k ] (5)

where ρ is the coefficient that defines granulation and σ+
k is the uncertainty of increment,

σ−k is the uncertainty of decrement at the time k (see geometrical interpretation on the left
subfigure 1), and the operator [·] is rounding to the nearest integer. Operations on fuzzy
numbers can be defined in different ways [34]. In the forthcoming considerations, for the
clarity, the ρ coefficient is not used. In our case, it is necessary to define the additive
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operation (chaining attributes into metric) and the comparison operation (to split flows).
The best way of the addition of uncertain numbers depends on the statistical properties
of the traffic (xk). These properties are time-varying, and therefore it is impossible to
take them into account due to bandwidth limitations. A standard way of summing fuzzy
numbers i.e. adding of central values and adding of uncertainties seems to be not suitable in
such kind of application, because it leads to a fast increasing of the span of the uncertainty,
making such metrics practically unusable. Therefore, we have chosen the following way of
adding fuzzy numbers

A+ B = axy + bst = C = cuw = (a+ b)
ax+bs

ab
ay+bt

ab

(6)

Such approach is equivalent to treating uncertainties as relative to the central value.
The second serious problem with uncertain values is their comparison. We have chosen

the following approach

a > b ⇒ A > B
a < b ⇒ A < B

a = b ∧ x+ y > s+ t ⇒ A > B
a = b ∧ x+ y < s+ t ⇒ A < B

(7)

and we have defined the following coefficient for every LFI path, that describes overlapping
ratio of two uncertain values

λ = max
(

min (a+ x, b+ t) + max (a− y, b− t, 0)
x+ y

, 0
)

(8)

where particular values are defined like in equation (6), with the assumption A is the best
(the least) metric, and B is the evaluated metric (if A = B then λ = 1). This coefficient
is always in the range λ ∈ [0, 1], and coefficients λ associated with particular paths are
proportional to the probability of forwarding packet using the given path. Such an approach
allows on unsophisticated splitting the traffic among paths, non quantized for faster links,
and very simple to implement, even in hardware.

Moreover, if the path flow has low variation, this path will be chosen more will-
ingly. Generally, the paths that have less but stable latency are preferred, and when traffic
conditions get worse, the traffic is split among more paths, that satisfy the LFI condition.

6. Prediction and adaptation

In the previous papers we have presented several methods of traffic prediction. An incorrect
prediction, together with the incorrect values of time coefficients in (1), (3), (4) leads to
flapping phenomenon, and therefore is harmful.

The solution presented in [24] works satisfactory, but depends on several coefficients
that have to be carefully tuned. This was criticised, and was considered as a weak point of
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Fig. 2. Results of the incorrect chosen values of α (1). Only the main part of the metric is shown.

the solution. Moreover further investigation of this algorithm allows to observe the patho-
logical inflation of the uncertainty in some (but very uncommon) cases, thus it incorrectly
splits flows on multiple paths.

Therefore it was necessary to find simpler and less sensitive to coefficients way of
traffic prediction. But the method of prediction is strictly related to proper adaptation of α
and β. In the linearised version of the eq. set (1) and (2), the best properties (aperiodical,
critical) are in the case when β = α. This dependency was kept in simulations described
in section 7. However empirical experiences of the TCP protocol require to think about
different solutions. Results of keeping the incorrect values of the coefficients are presented
on fig. 2.

Based on such observation we develop the algorithm that is presented on fig. 3 and
formally described below. A signal to metric changes is created, when one of the following
conditions occurs:

mk +m+
k < ak ∧ a+

k > a−k (9a)

mk −m+
k > ak ∧ a+

k < a−k (9b)

m+
k − a

+
k

max
(
m+
k , a

+
k

) > ϑ (9c)

m−k − a
−
k

max
(
m−k , a

−
k

) > ϑ (9d)

where Mk =
(
mm+

m−

)
k

is a link cost, and ϑ can be any value in a range (0, 1), e.g. 1
2 .

As opposed to the solution presented previously, instead of changing and advertising
the new link cost at the time k, when one of the conditions (9) are satisfied, the value of
ak is stored and the analysis is delayed until time k+ τ , where τ can be any positive value.
In our simulations τ = 1s.

The new metric is proposed in the following way

mk+τ = [ak+τ + φσk+τ ] , (10a)
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m+
k+τ =

[
a+
k+τ

]
, m−k+τ =

[
a−k+τ

]
, (10b)

where φ = e−1 is chosen on the basis of the properties of the (1).
The algorithm attempts to change the link cost at the time k + τ . However if at this

time the conditions (9a i 9b) are not satisfied, then algorithm is terminated. This can be a
result of the temporary congestion or fading. If these conditions are fulfilled permanently,
the prediction error needs to be evaluated

E = mk − ak+τ (11)

Of course, if E 6= 0, then either some coefficients are chosen incorrectly or traffic
statistics varies or both. Therefore the error is corrected by the equilibrium of the uncer-
tainties:

ξ = E
σ+
k+τ − σ

−
k+τ

σk+τ
(12)

If one of the condition is satisfied ξ > 0∧ σ+
k+τ < σ−k+τ or ξ < 0∧ σ+

k+τ > σ−k+τ this
is a warning concerning the trend reversing. Therefore, the decision concerning the link
cost change should be delayed by another τ .

If trends are acknowledged, that the main part of the cost is assigned: mk+τ = ak+τ+ξ
and values of α (and β) should be corrected.

For any outgoing link, the previous cost change is recorded: δz = mz+1 −mz , where
z is a time of the change. This is used for evaluation how much the α (and β) differ from
the optimal values (fig. 2). The new α i β can be obtained using formulae:

Ξ =
{

1 + δk
δz

exp
(
−k−z

Υ

)
δk 6= 0 ∧ δz 6= 0

1 δk = 0 ∨ δz = 0
(13)

where Υ is some constant, and k is the current time, and z is time of the previous link cost
change on the link, thus k − z is the last interval between changes. If (k − z) → ∞ then
α and β are close to optimal and Ξ→ 1. The Υ controls the speed of the convergence. In
the simulations we have assumed Υ = 10s. If the Υ is too small the formula (14) often
is constrained. When (14) is constrained occasionally that is the sign of the correctness
of Υ. In the eq. (13), instead of exp(·), any function f can be used, if f(0) = 1 and f
monotonically decreases to zero. Actually, the new α can be obtained from:

αk+1 =


Clαk Ξ < Cl
Ξαk Cl ≤ Ξ ≤ Cu
Cuαk Ξ > Cu

(14)

where Cl and Cu are some constants. Theoretically it is necessary to make sure, αk < 1,
but in practice it is not necessary, if the initial value of α is correct. In the simulations
described in the section 7., Cl = 1

2 and Cu = 2, however some results show that the
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constraint range can be wider. These constants influence on the speed of the algorithm’s
convergence, but too wide interval makes it more prone of the traffic pattern changes.

7. Simulations

The presented algorithm was tested using NS2 simulator [5] using network topology pre-
sented on figure 4. The impulse flow F1 consists of the short packets send continuously
with full speed of the outer links, then stops. This is the typical traffic for fieldbus networks.
The average intensity of the flow is equal less or more half of the bandwidth of the inner
links, and at the time 26s it doubles. The remaining flows are typical TCP flows with large
packets. The very similar results can be obtained if these flows have self-similar statistics.
The flow between nodes 2-3 (F2) takes place between 5 and 29s, the flow between nodes
6-5 takes place between 17 and 40s of the simulation. Therefore the simulation has 5
phases – low intensity F1 only, competition between F1 and F2, competition between F1,
F2 and F3, the same but intensity of F1 doubles, competition between high intensity F1

and F3, and finally F1 alone. The results of the simulations are presented on figure 5.
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The remaining flows are TCP flows. The outer (dark) links have ten times greater bandwidth and shorter delays than the
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8. Conclusions

The presented approach to the traffic engineering fits well in the multiple of requirements –
including general TCP like, self-similar and real-time traffic, even mixed highly statistically
differentiated traffic. The algorithm is low sensitive to the choosing of the initial values
of the parameters and after some time it adapts well to any kind of a traffic. Applying of
the algorithm causes 1

5 to 1
2 less packets dropped, depends on the intensity of traffic, and

variability of the statistical pattern. Note, the inflating of the queue length and applying of
the AQM can reduce the number of drops to the near zero, but by the cost of the increasing
delays, therefore such solution was rejected. On the other hand it does not require high
computational power, so can be easy applied in the low-cost nodes. The robustness of
the algorithm was confirmed by the scenarios were the traffic patterns change faster then
the adaptation ability, where adaptation was constrained by the coefficients Cl and Cu. In
particular, the algorithm fits well to the wireless links where link delays are highly variable
in the noisy environment due to the link layer retransmissions, and can be easily adapted
to other penalty functions than the delay of a link (xk in eq. 1).
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Abstract: In this paper we address intra-domain routing optimization issues in Internet networks related to
a combination of Open Shortest Path First (OSPF) routing protocol and Multi Protocol Label Switching (MPLS)
technology. Since MPLS can be combined with any routing protocol there has appeared an idea of coupling
IP streams routed via the OSPF protocol and MPLS Label Switched Paths (LSPs) in the same network. In this
approach some of the flows are routed by means of OSPF while the others are carried on predefined MPLS
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and MPLS Based TE Links models and draw our future research directions in this area.
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1. Introduction

The OSPF protocol is widely used in IP networks as an IGP intra-domain routing pro-
tocol. The protocol belongs to the group of the link state routing protocols. This in par-
ticular means that some information describing link state, such as link status (e.g., working
or failed), link utilization and link delay are taken into account when traffic routes are se-
lected. The OSPF routing is based on the shortest paths computations. Each link is assigned
a positive integer metric (called administrative weight). Such a metric is set by the network
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administrator and can either be fixed or can reflect the current link state [11]. In our work
we assumed that link metrics are fixed. A routing optimization problem related to OSPF can
be roughly stated as follows: given traffic demands and a network topology, find a system of
link metrics such that the resulting shortest path routing is feasible within the available link
capacities (i.e., that the resulting link loads do not exceed link capacities). In the case when
there are multiple shortest paths between a pair of source-destination nodes, the routers ap-
ply the ECMP (Equal Cost Multiple Path) rule that equally splits the traffic flow leaving the
router among all the outgoing links belonging to the shortest paths to the given destination.

The OSPF/ECMP routing optimization problem is NP-complete [18]. Because it is an
allocation problem, one can extend it with an auxiliary objective function that will assure that
the links are utilized in a reasonable way, on top of the basic requirement that the links are
not overloaded. For example, one may use an objective function that forces the metrics to
maximize the residual (unused) capacity, since the unused capacity can be utilized for flow
restoration in the case of network failures.

Flow allocation problems related to OSPF/ECMP have been addressed by several re-
searchers who suggested different resolution methods. In [18, 24, 3, 7, 2] the authors focus
on the exact approach based on mixed-integer programming (MIP) problem formulations
solved by the branch-and-cut (B&C) approach. They propose several classes of so called
valid inequalities used to strengthen the problem formulation in order to improve the B&C
algorithm efficiency. The considered problem is intrinsically very difficult and therefore it
frequently happens that even for medium size networks it is virtually impossible to solve the
MIP formulation of the problem to optimality. Therefore heuristic methods are of interest—
such heuristics can be based on evolutionary algorithms (EA) [12, 9, 20], simulated annealing
(SAN) [21], simulated allocation [6], local-search heuristics [4, 9, 5], and different combi-
nations of these [19]. Heuristic methods can provide reasonable approximate solutions in a
reasonable time, and can be used as upper bounds for the B&C solvers. A disadvantage of
using heuristics alone is that in general it is not known how far are their solutions from the
unknown global optimum (sometimes they can be very far from optimum).

Besides the computational problems associated with OSPF routing optimization, there
is another potential drawback associated with this type of routing. Although the destination-
based, shortest-path routing principle (as used in OSPF) is relatively simple to implement
and assures reasonable traffic performance, its flexibility in using routes within a domain is
limited: the use of link metrics combined with the ECMP can substantially constrain the set
of traffic flows that can be actually realized in the network. Hence, a situation can arise when
feasible traffic flow patterns theoretically exist, still such patterns cannot be achieved with an
OSPF type of routing.

We are convinced that many of the issues associated with the OSPF routing problem
complexity and its non-flexibility in terms of realizable flow patterns can be overcome by
combining the OSPF routing with the Multi-Protocol Label Switching (MPLS) technology.
By doing this we can preserve simplicity of OSPF (a destination-based shortest-path routing)
and gain from flexibility of MPLS (origin-destination explicit path routing). MPLS provides
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a mechanism for fast packet switching in the IP routers by coloring packets belonging to
the same IP FECs (Forwarding Equivalence Classes), and each router chooses an outgoing
link interface on the basis of the packet color. The MPLS protocol requires that the network
administrator determines traffic routes in advance, or new LSPs are created using information
obtained from the routing protocol.

In the context of the combined OPSF/MPLS routing we can define several rules deter-
mining their coexistence and cooperation, making several variants of combined routing pos-
sible. In the literature four specific models can be found, namely: (1) Basic IGP Shortcut and
(2) IGP Shortcut proposed by [15], (3) MPLS Based TE (Traffic Engineered) Links proposed
by [14] and an (4) Overlay model. Many authors have tackled problems of routing optimiza-
tion in networks for these types of combined OSPF/MPLS routing [13, 21, 10, 17], but in
their work they focus only on some of the variants and their conclusions are based on the re-
sults obtained by solving problems using different heuristic methods which base on problem
decomposition. As, in general, heuristic methods may deliver solutions far from optimum,
in our research activities we focused on the exact methods, such as branch-and-cut. Another
advantage of using exact methods is, that although they may not provide optimal solutions,
they can be used to compute close to optimum solutions of known quality. To solve the
problem using a branch-and-cut solver (e.g. CPLEX [8]) we must formulate them as Mixed
Integer Programming problems (MIPs). Thus, in the paper we first informally present three
following hybrid routing variants: Overlay model, Basic IGP Shortcut and MPLS Based TE
Links, and then in Sections (3.1-3) we give their strict mathematical formulations. The paper
is summarized with some conclusions and plans for the future research.

2. Hybrid routing variants

First hybrid routing variant under consideration is an Overlay model. It assumes two
distinct groups of traffic demand requirements. The demands belonging to one group are
forwarded using the shortest paths computed by OSPF, while the demands of the other group
use the predefined LSPs. This model assumes creating an MPLS overlay in which a selected
subset of demands uses the tunnels (i.e., Explicitly Routed LSPs) created along the IP links
and not obeying the destination-based shortest-path rule. It follows that a hybrid routing
optimization problem consists in determining how the demands should be spilt between the
two groups, and solving a routing optimization problem for each demand group: a metric
setting problem for the OSPF demands, and a single-path routing problem for the MPLS
demands.

An MPLS demand can in general be realized in parallel on more than one tunnel. We
will not exploit this option (although it simplifies the mathematical treatment) because the
implementation of bifurcated flows (frequently called load balancing in this context) may
vary in technological solutions of different vendors and has not been standardized in MPLS
RFCs as yet ([22]). The quality of service (QoS) requirements may also determine the dis-
tribution of the demands between the OSPF and MPLS groups, for example we may require
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that some demands are VPN connections to be realized as LSPs; also, some demands may
require short failure recovery times possible to achieve using for example the Fast Rerouting
mechanism of MPLS. Moreover, when using MPLS LSPs we can measure the volumes of the
end-to-end traffic. Estimation of the demand matrix of the flows realized using destination-
based routing, like OSPF, is much less accurate in this aspect because it is mainly based on
the information about the link loads in the network and their cross-correlation [16, 25].

Another variant, being a generalized version of an Overlay model is a Basic IGP Short-
cut. In this scenario, each router in the IP network before sending any packet to a given
destination checks whether there is a tunnel originating in the router and destined to the
packets destination. If yes, the router adds a label associated with the tunnel in front of the
packet IP header and forwards it using this tunnel. If there is no such tunnel, packet follows
classical IGP routing. Basic IGP Shortcut is a generalization of an Overlay model, because
for a given tunnel, not only demands originating in tunnels ingress node (say router A) and
destined to the egress node (say router B) are forwarded using this tunnel, but also all other
pockets which on their way to B reached router A.

Last scenario considered in this paper is referred to as an MPLS Based TE Links. In this
model MPLS tunnels are advertised throughout the IGP domain as IP TE (Traffic Engineered)
links. After setting up an MPLS tunnel, its ingress router creates on its basis a virtual interface
(link) and after assigning a weight, floods the information about newly created link in the
IGP domain. The route of the tunnel and the assigned weight can be set either dynamically
or by the network administrator. Other routers, as in the case of physical IP links, after
receiving the information about newly created IP TE links use their weights in the shortest
path calculations. As we can see, by introducing new virtual IP TE links we can modify the
shortest path routes to some destinations. Of course, old routes can be only substituted with
shorter ones.

The presented combined routing variants implie that certain routers need to be equipped
with both MPLS and IP switching capabilities. Each packet traversing the network receives
a protocol tag and according to that is served either in the MPLS mode or in the IP mode.
Of course, in the network there can be routers with only MPLS or IP switching capability.
In the former case, the router can only switch MPLS tags, while in the latter, the router can
only switch packets on the basis of their destination address. Still, to some extent, all the
described variants can be implemented and used in such a networks.

3. Mathematical problem formulations

The considered network models consists of a directed graph G = (V, E ,D) with the set
of nodes V representing routers, the set of (directed) links E (E ⊆ V × V), and the set of
(directed) demands D (D ⊆ V × V). The number of nodes, links, and demands is equal to
V = |V|, E = |E|, D = |D|, respectively. For each link e ∈ E its capacity is denoted by ce,
and a(e) and b(e) denote its originating and terminating node. For a a given node v ∈ V we
define the set of links δ+(v) outgoing from node v, and the set of links δ−(v) incoming to
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node v. More precisely, δ+(v) = {e ∈ E : a(e) = v} and δ−(v) = {e ∈ E : b(e) = v}.

The set D represents traffic demands between pairs of nodes. Without loss of generality,
we assume that there are the demand requirements between all pairs of nodes (D = {(v, t) :
v ∈ V, t ∈ V, v 6= t}. hvt is the traffic volume of demand originating in node v and destined
to node t, expressed in the same units of bandwidth as capacity of links. Constant Ht will
denote the summary flow destined to node t (Ht =

∑
v∈V\{t}hvt). In the sequel we will

always assume that link capacities c = (ce : e ∈ E) and demand volumes h = (hvt : (v, t) ∈
(v ∈ V, t ∈ V \ {v}) are fixed and given.

As far as the modeling of MPLS tunnels is concerned, we can sometimes limit ourselves
to the predefined set of all admissible paths P that can be used to carry traffic. Each (simple)
path p ∈ P is represented by its set of links denoted by Ep (Ep ⊆ E). For each pair of nodes
(v, t) : v ∈ V, t ∈ V, v 6= t the set of the admissible paths that can be set-up from v to t is
denoted byPvt (Pvt ⊆ P). Similarly, the set of all admissible paths in P that use a particular
link e ∈ E will be denoted by Pe, i.e., Pe = {p ∈ P : Ep 3 e}. Finally, for each pair of
nodes (v, t) : v ∈ V, t ∈ V, v 6= t and each link e ∈ E we introduce the set of all admissible
paths originating in node v and terminating in t that traverse link e: Pevt = Pe∩Pvt. Clearly,
P =

⋃
v∈V,t∈V,v 6=t Pvt =

⋃
e∈E Pe =

⋃
e∈E

⋃
v∈V,t∈V,v 6=t Pevt.

3.1. Overlay model

Below we present a problem of routing design in IP network with an Overlay
OSPF/MPLS type of routing formulated as a Mixed Integer Programme. We first present
and explain variables, then give the objective and constraints used:

variables
z minimal value of residual capacity common to all links
we metric (weights) assigned to link e (integer)
rvt length of the shortest-path from v to t, (rvv = 0)
xet volume of the aggregated flow destined to node t on link e
yvt common value of non-zero flow leaving node v for all the flows destined to t as-

signed to links outgoing from v and belonging to the shortest-paths to t
uet binary variable equal to 1 iff link e is on a shortest-path to node t; 0 otherwise
ovt binary variable equal to 1 iff demand from v to t is realized using shortest path

routing; 0 if using an MPLS tunnel, (ovv = 0)
uvtp binary variable equal to 1 iff demand from v to t is realized on MPLS path p; 0

otherwise

objective
maximize z
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constraints∑
p∈Pvt

uvtp = 1− ovt v, t ∈ V, v 6= t (1a)∑
e∈δ+(v)xet −

∑
e∈δ−(v)xet = ovthvt v, t ∈ V, v 6= t (1b)∑

t∈V(xet +
∑

v∈V\{t}
∑

p∈Pevt
uvtphvt) + z ≤ ce e ∈ E (1c)

0 ≤ ya(e)t − xet ≤ (1− uet)Ht t ∈ V, e ∈ E (1d)

xet ≤ uetH
t t ∈ V, e ∈ E (1e)

1− uet ≤ rb(e)t + we − ra(e)t ≤ (1− uet)M t ∈ V, e ∈ E (1f)

we ≥ 1 e ∈ E (1g)∑
v∈V

∑
t∈V\{v}(1− ovt) ≤ β|D|. (1h)

Constraint (1a) assures that demand originating in node v and destined to node t is either
realized using OSPF shortest path forwarding (ovt = 1) or uses one of the predefined LSPs
(ovt = 0). As uvtp variables are binary, we also require that demands must be realized on a
single LSPs. Constraint (1h) sets an upper bound on the number of demands realized using
MPLS shortcuts, where 0 ≤ β ≤ 1 is a parameter. Note that in fact this value should be kept
as small as possible so parameter β could be made a variable to be minimized.

To model flows in the network we use variables xet specifying the amount of aggregated
flow on link e ∈ E for the traffic destined to (a remote) node t ∈ V . Using these variables
and applying in each transit node v the flow conservation law for the aggregated flows we
write down Constraint (1b).

In a network with shortest-path OSPF-like routing, flows are forwarded on the shortest
paths from source to sink nodes. The paths are calculated in each router with respect to inte-
gral link metrics which are variables in our optimization problem: w = (w1, w2, . . . , w|E|),
where we ∈ {1, 2, . . . , 65535}, e ∈ E . To make the xet flows consistent with shortest
path OSPF/ECMP routing flows need to be split in nodes according to ECMP rule (Con-
straint (1d)) and may only follow shortest paths (Constraint (1e)) which are unique (Con-
straint (1f)). For this purpose we introduce binary variables uet equal to 1 if and only if link
e belongs to the shortest path to node t, 0 otherwise (see [18] for details).

Constraint (1d) assures that if link e belongs to one of the shortest paths from node a(e)
to node t then its carried flow destined to node t is equal to ya(e)t – a continuous value com-
mon to all links outgoing from node a(e) and belonging to the shortest paths to destination t.
The continuous variables rvt are used to express the length of the shortest path from node v
to node t. M is a big integer value. Finally, in Constraint (1c) we assure that the overall link
loads must not exceed the link capacities. Variable z is unrestricted in sign and is associated
with the value of the residual capacity available on the links.

Our objective function maximizing z will provide the maximum residual capacity pos-
sible to achieve simultaneously on all links. Note that the optimization problem (1) does
always have a feasible solution, and in the case when it is not possible to realize the demands
without exceeding capacities of some links, the maximal value of z will be negative and then
−z will denote the minimum value of additional capacity required to be installed on at least
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one link to make the allocation feasible. Certainly, other objective functions could be used
in Problem (1) (for example the piece-wise linear penalty function of [4]). This, however,
would not influence our considerations.

3.2. Basic IGP Shortcut

In this section we will formulate the next hybrid routing variant under consideration,
which is Basic IGP Shortcut. The list of variables does not contain variables which were
presented in the context of Problem (1). The formulation is presented below:

new variables
xvt aggregated flow leaving node v and realized on MPLS shortcut to node t
xvtp continuous flow on path/shortcut p from node v to node t
uvtp binary variable equal to 1 iff path p is being used as a shortcut from node v to node

t; 0 otherwise
objective

maximize z
constraints

xvt +
∑

e∈δ+(v)xet −
∑

e∈δ−(v)xet = hvt v, t ∈ V, v 6= t (2a)∑
t∈V(xet +

∑
v∈V\{t}

∑
p∈Pevt

xvtp) + z ≤ ce e ∈ E (2b)

0 ≤ ya(e)t − xet ≤ (1− uet)Ht t ∈ V, e ∈ E (2c)

xet ≤ uetH
t t ∈ V, e ∈ E (2d)

1− uet ≤ rb(e)t + we − ra(e)t ≤ (1− uet)M t ∈ V, e ∈ E (2e)

we ≥ 1 e ∈ E (2f)∑
e∈δ+(v)xet ≤ (1−

∑
p∈Pvt

uvtp)Ht v, t ∈ V, v 6= t (2g)∑
p∈Pvt

xvtp = xvt v, t ∈ V, v 6= t (2h)

xvtp ≤ uvtpH
t v, t ∈ V, v 6= t, p ∈ Pvt (2i)∑

v∈V
∑

t∈V\{v}
∑

p∈Pvt
uvtp ≤ β|V|2 (2j)

New variable xvt is used to express the summary flow leaving node v and destined to
node t that is chosen to be realized using an MPLS shortcut. For this purpose we include this
variable in the flow conservation Constraint (2a) treating it as if it was a link originating in
node v and terminating in note t. Summary flow xvt can be realized using exactly one of the
candidate paths p ∈ Pvt. This is assured by Constraints (2h) , (2i), and (2g). Constraint (2g)
also says, that summary flow routed in OSPF domain leaving certain node v and destined to
t (

∑
e∈δ+(v)xet) must be zero if at least one uvtp for p ∈ Pvt is equal to 1. On the other hand

if this summary flow is greater than zero, than all the uvtp = 0 for p ∈ Pvt - what means
that we cannot use any shortcut from v to t and xvt = 0. Last Constraint (2j), similar to
Constraint (1h) sets an upper bound on the number of the shortcuts that can be set-up in the
network.
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3.3. MPLS Based TE Links

In this section we are presenting the MIP formulation of the last considered hybrid rout-
ing variant called MPLS Based TE Links. Problem formulation uses a slightly modified
notation which was presented in Section (3.) Here the set of all IP links E is divided into two
subsets: the set of physical IP links E ′ and the set of candidate IP TE links (E ′′) that may
be dynamically set-up as a virtual interfaces/links. This sets are disjoined and E = E ′ ∪ E ′′.
Weights are assigned to the links of both types. By Pe′′ we denote the set of candidate LSPs
that can be used for the realization of TE links e′′ ∈ E ′′. Clearly, all paths from p ∈ Pe′′

should have their ingress and egress nodes in a(e′′) and b(e′′) respectively. Finally, for each
TE link e′′ ∈ E ′′ and each physical IP link e′ ∈ E ′ we introduce the set of all admissible paths
p ∈ Pe′′ that traverse link e′: Pe′′e′ .

modified indices
e′ ∈ E ′ physical IP links
e′′ ∈ E ′′ candidate IP TE links
e ∈ E IP links (E = E ′ ∪ E ′′; E ′ ∩ E ′′ = ∅)
p ∈ Pe′′ candidate MPLS paths/tunnels used for TE links realization

new variables
xe′′p continuous flow on MPLS path p realizing TE link e′′

ue′′p binary variable equal to 1 iff path p is used to realize TE link e′′; 0 otherwise
ye′′ capacity of TE link e′′

objective
maximize z

constraints∑
e∈δ+(v)xet −

∑
e∈δ−(v)xet = hvt t ∈ V, v ∈ V, v 6= t (3a)∑

txe′t +
∑

e′′∈E ′′
∑

p∈Pe′′e′
xe′′p + z ≤ ce′ e′ ∈ E ′ (3b)∑

txe′′t ≤ ye′′ e′′ ∈ E ′′ (3c)

0 ≤ ya(e)t − xet ≤ (1− uet)
∑

vhvt t ∈ V, e ∈ E (3d)

xet ≤ uet
∑

vhvt t ∈ V, e ∈ E (3e)

1− uet ≤ rb(e)t + we − ra(e)t ≤ (1− uet)M t ∈ V, e ∈ E (3f)

we ≥ 1 e ∈ E (3g)∑
pxe′′p = ye′′ e′′ ∈ E ′′ (3h)

xe′′p ≤ ue′′pM e′′ ∈ E ′′, p ∈ Pe′′ (3i)∑
pue′′p ≤ 1 e′′ ∈ E ′′ (3j)∑
e′′∈E ′′

∑
pue′′p ≤ β|E ′′| (3k)

In this case, the problem formulation contains two capacity constraints, related to phys-
ical IP links (Constraint (3b)) and MPLS based TE links (Constraint (3c)). The capacities of
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the latter denoted by ye′′ are provided by means of the bandwidth assigned to MPLS LSPs
realizing each installed TE link e′′. In our model we assume, that MPLS LSPs can only use
resources of physical IP links. Again, we require that at most one LSP can be used to create
every link e′′ ∈ E ′′ (Constraints (3h), (3i) and (3j)). Upper bound on the on the number of IP
TE links that can be installed in the network is imposed by Constraint (3k).

3.4. Exact resolution methods

Hybrid routing optimization problems (1), (2) and (3) presented in the preceding sections
can be solved using any MIP solver. The problems can be further simplified by dropping the
integrality requirement for metric variables w since we can in most of the cases multiply the
optimized fractional weights by their smallest common denominator. Bounding variables w
through the constraints we ≤ W, e ∈ E can also help. As the reader may have already
noticed, instead of introducing the list of candidate paths Pvt (Problems (1) and (2)) or Pe′′

(Problem (3)) we could use a node-link notation, which from its nature takes into account all
the possible paths. This would, however, significantly increase the complexity of our models.
The limitation of the predefined sets of candidate paths can be overcome by introducing the
Path Generation technique to the branch-and-bound algorithm (see [18] and [1]). We will
study the effectiveness of this approach in our future research. In parallel we will investigate
on the application of the branch-and-cut approach where the problem formulation can be
strengthened by adding so called valid inequalities. This in fact would be the continuation of
the work which results were presented in [23]

4. Final Remarks

In this paper we have studied an optimization problems related to hybrid OSPF/MPLS
routing in IP networks. The considered routing models assume that the majority of traffic
flows is realized by the standard OSPF switching capability with the ECMP splitting rule,
while the remainder of the flows are sent through MPLS tunnels. We have presented three
scenarios of OSPF and MPLS coexistence and formulated associated routing optimization
problems as Mixed Integer Programmes. They will form the basis for the exact methods that
will be elaborated in the future. This exact methods will be mainly based on the branch-
and-bound-and-cut algorithm and will be used for the evaluation of the effectiveness of the
presented combined routing variants in terms of meeting the Traffic Engineering objectives.
As an exact methods may not be applicable for large problem instances, in the next step, a
heuristic algorithms taking advantage of the problem decomposition will be considered. An
example of such algorithm might be a two phase approach, in which in Phase I we compute
a reasonable OSPF weight system using one of the following meta-heuristics: Local Search,
Simulated Annealing or Evolutionary Algorithm and in Phase II we try to tune the network
by adding an arbitrary number of tunnels. Our initial numerical experiments have shown, that
the value of the objective function for the solution of Phase I can be significantly improved
when using a small number of MPLS LSPs in Phase II.
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Another interesting approach, being also a two-phase method assumes that in Phase I we
are solving a simple single path allocation problem in order to find a traffic flow pattern that
optimizes our objective function and in Phase II we are trying to find the link weights such
that most of the paths are also the single shortest paths. If certain path is at the same time the
shortest path between some two end nodes, then there is no need to set-up an LSP, because
the traffic will also follow this path if routed in OSPF domain. This is the simple example
explaining the idea of how such two-phase method could work. Its improved versions will
be also considered and used as a comparison basis in our future research.

Our preliminary numerical experiments show that the hybrid approach allows not only
for a better resource utilization, but also makes the associated hybrid routing optimization
problem easier to solve. Even when using simple weight systems like RIP or Inverse Capacity
Proportional Weights which generally do not ensure good quality solutions we can introduce
significant improvements by combining OSPF with MPLS. Therefore, a hybrid OSPF/MPLS
routing schemes presented in the paper seems to be an attractive alternative as compared to
the solutions based only on shortest path routing schemes as, in particular, OSPF.
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Abstract: In this paper the congestion control problem in a connection-oriented communication network is 

addressed. In the considered mutli-source network the feedback information is provided by means of control units 

generated by each source once every M data packets. Since the sources adjust the transmission rate only at the 

control unit arrival, the interval between successive rate modifications is input dependent and varies with time. 

A new, nonlinear strategy effectively combining the Smith principle with proportional controller with saturation is 

proposed. Conditions for data loss elimination and full bottleneck link bandwidth utilization are formulated and 

strictly proved. The presented strategy allows for full resource usage even though the sources are not persistent. 

Moreover, since the controller saturation limits are fully adjustable, the algorithm performance may be easily tuned 

according to the existing system resources. 

Keywords: congestion control, connection-oriented networks, sampled data systems 

 

 

1. Introduction 

 

In recent years, the rapid expansion of long distance network traffic has trigged 

intensive research aimed at improving efficiency of data transmission [1]–[8]. A valuable 

survey of earlier congestion control mechanisms is given in [4]. Lengliz and Kamoun [6] 

introduced a proportional plus derivative controller which is computationally efficient 

and can be easily implemented in connection-oriented networks. Imer et al. [3] gave a 

brief, excellent tutorial exposition of the congestion control problem and presented new 

stochastic and deterministic control algorithms. Adaptive control strategies for data flow 

regulation have been proposed by Laberteaux et al. [5]. Their strategies reduce 

convergence time and improve queue length management. 

Due to the significant propagation delays which are critical for the closed loop 

performance, several researchers applied the Smith principle to control the flow of data in 

communication networks [1, 2, 7, 8]. In [7], Mascolo considered a single connection 
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congestion control problem in a general packet switching network. He used the 

deterministic fluid model approximation of packet flow and applied transfer functions to 

describe the network dynamics. In the next paper [8], the same author applied the Smith 

principle to the network supporting multiple connections with different propagation 

delays. The proposed control algorithm guarantees no data loss, full network utilization, 

and ensures exponential convergence of queue levels to stationary values without 

oscillations or overshoots. On the other hand, in paper [1] linear, discrete-time flow 

control strategy for connection-oriented networks has been proposed. The strategy 

combines the Smith principle with the discrete time proportional controller. A nonlinear 

algorithm exploiting the idea of the Smith prediction for the flow regulation was 

suggested in [2]. The described continuous time control mechanism guarantees 

congestion alleviating features and full resource usage even though the propagation 

delays in the multi-source network can be determined only with limited degree of 

accuracy. 

In this paper, the flow control in a connection-oriented communication network is 

considered. Our approach is similar to that introduced in [1, 2, 7, 8], however as opposed 

to [1, 7, 8], we propose a nonlinear control strategy. Moreover, in contrast to [2, 7, 8], 

where continuous time control schemes where elaborated and [1], where discrete-time 

controller with constant sampling period was proposed, in this paper, an algorithm, which 

explicitly takes into account irregularities in the feedback information availability, is 

considered. The strategy combines the Smith principle with the proportional controller 

with saturation. Our approach guarantees full bottleneck node link utilization and no data 

loss in the network. As a result, the need of packet retransmission is eliminated and the 

maximum throughput is achieved. The main novelty of the proposed strategy, as 

compared with the earlier results based on the Smith’s principle, is that it allows for entire 

bandwidth usage at the bottleneck link even though the sources do not always obey the 

rate adjustment command (due to temporal or inherent transfer limitations) and may 

deliver less data than determined by the controller. 

 

2. Network model 

 

The telecommunication network considered in this paper consists of data sources, 

intermediate nodes connected via bidirectional links and destinations. The data from each 

source traverses a number of switches, which operate in the store-and-forward mode 

without the traffic prioritization, to be finally delivered to its destination. However, 

somewhere on the transmission path a node is encountered, whose output link cannot 

handle the incoming flow. Consequently, congestion occurs and packets, which constitute 

the data stream, accumulate in the buffer allocated for that link. 

In a general case, n data flows pass through the bottleneck node and its output 

connection and, hence, participate in the flow regulation process. The feedback 

mechanism for the input rate adaptation is provided by means of the control units sent by 

each source every M data packets. These special units travel along the same path as the 

data packets. However, unlike the data packets, they are not stored in the queues at the 
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intermediate nodes. Instead, once they appear at the switch input link and the feedback 

information is incorporated, they are immediately transferred at the appropriate output 

port. As soon as the control units reach destination, they are turned back to be retrieved at 

the origin and to be used for the transfer speed adjustment round trip time after they were 

generated. The input rate adaptation at the instant of the management unit arrival only is 

justified by the fact that this is a specific moment, when meaningful information about the 

current system condition is delivered to a source. Since the control units are generated 

every M ordinary packets, the time period between the arrivals of the consecutive 

management units depends on the emission rate round trip time earlier, which, in turn, 

changes according to the variations of the network state and makes the feedback 

unisochronic.  

The presented scenario is illustrated in Fig. 1. Source j (j = 1, 2,..., n) sends data at the 

rate aj(t), where t denotes time. After forward propagation delay Tfj packets belonging to 

the j-th virtual connection reach the bottleneck node and are served according to the 

bandwidth availability at the output link. The remaining data accumulates in the queue. 

The controller placed at the bottleneck switch compares the current queue length, which 

at the time t will be denoted as x(t), with its demand value xd, and calculates the aggregate 

transmission speed ã(t). The n-th share of the total rate is recorded as the feedback 

information in every management unit passing through the node. Once the control units 

from source j appear at the respective end system, they are turned back to arrive at their 

origin backward propagation delay Tbj after being processed by the switch. Sampling 

module (SM) extracts the flow rate from control units and adjust the transfer speed of the 

source. Since control units are not subject to queuing delays, round trip time RTTj = Tfj + 

Tbj remains constant for the duration of the connection for each flow.  

 

 
 

Fig. 1. Network model. 

 

The available bandwidth is modeled as an a priori unknown, bounded function of time 

d(t). It is lower-bounded by a positive real constant dmin and limited from above by the 

maximum value dmax, i.e. 0 < dmin < d(t) < dmax. Notice that this definition of the available 

bandwidth is quite general and it accounts for any standard distribution typically analyzed 

in the considered problem. If there are packets ready for the transmission in the buffer, 

then the bandwidth actually consumed by all the sources h(t) will be equal to the available 
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bandwidth. Otherwise, the output link is underutilized and the exploited bandwidth 

matches the data arrival rate at the node. Thus, we may write 

 max0 ( ) ( ) .h t d t d≤ ≤ ≤  (1) 

The rate of change of the queue length at any instant of time depends on the data 

arrival speed and on the buffer depletion rate, which, in turn, is directly related to the 

consumed bandwidth h(t). Therefore, for any t ≥ 0 the length of the queue at the node 

may be expressed as 

 
1 0 0

( ) ( ) ( ) .

t tn

j fj

j

x t a T d h dτ τ τ τ
=

= − −∑∫ ∫  (2) 

Let us denote by bj(t) the rate calculated by the controller and sent for the j-th source 

at the instant of the management unit passing through the node. Once the control unit 

arrives back at the source, the input rate is adjusted to the value determined by the 

bottleneck node. However, the source cannot always obey the command due to inherent 

or temporal transfer limitations. Assuming that the sources begin transmission at the time 

t = 0, the j-th source rate aj(t) can be expressed as follows 

 
0 0

( ) 0 and ( ) ( ) ( ),j j j j bj
j t j t

a t a t f t b t T
< ≥

∀ ∀ = ∀ ∀ = −  (3) 

where fj(t), representing the source transfer limitations, is subject to the constraint 

 0 < fmin ≤ fj(t) ≤ 1. (4) 

Since the signal bj(t) constitutes a vital part of the proposed control scheme, its proper 

definition will be given together with the description of the flow regulation strategy in the 

subsequent section. 

As a consequence of (3), no packets arrive at the congested node before 

min
1,2,...,
min ( )f fj

j n
T T

=
= . Suppose that initially (before the time t = 0) the bottleneck buffer was 

empty, i.e. x(t < 0) = 0. Then, for any time instant smaller than or equal to Tf min the queue 

length is zero, i.e. x(t ≤ Tf min) = 0. 

Let us denote by tj,k the k-th moment of time (k = 1, 2,...) when the control unit 

belonging to the j-th virtual connection data flow arrives back at source j. We assume that 

the first packet transferred by each source is the control unit so that the information about 

the current network state could be received at the data origin as quickly as possible. As 

the sources begin transmission at the time instant t = 0, then for k = 1 we have tj,1 = RTTj. 

Furthermore, since control units are sent every M data packets, tj,k+1 can be determined 

from the following relation 

 

, 1

,

( ) .

j k

j k

t

j j

t

a RTT d Mτ τ
+

− =∫  (5) 

Definition (5) makes sense only for the nonnegative rates aj(t). Clearly, any control 

algorithm should be constructed in such a way that this condition is satisfied for every 



 181

signal aj(t). Moreover, although the sources cannot always transmit data at the rate 

established by the controller, we assume that aj(t) cannot be lower than the minimum rate 

amin/n in order to provide basic responsiveness to the changes of networking conditions. 

Hence, each source emits a control unit (and after RTT adjusts the transfer speed) at least 

every TC = Mn/amin. 

 

3. Control algorithm 
 

Modern telecommunication systems demand efficient resource exploitation. 

Therefore, a successful control strategy should guarantee that 

(i) data is not lost due to congestion, 

(ii) there are always some data packets ready for the transmission in the buffer so that the 

available bandwidth at the output link of the bottleneck switch is entirely utilized. 

In the sequel we propose a new, nonlinear flow regulation algorithm, which fulfills these 

goals. 

The rate calculated by the controller ã(t) is determined from the relation given below 

 

min min

min max

max max

,    if  ( )

( ) ( ),   if  ( )

,   if  ( )  

a W t a

a t W t a W t a

a W t a

<


= ≤ ≤
 >

%  (6) 

where amin and amax denote the lower and upper limit of the possible flow rate values and 

0 < amin < amax. We define the function W(t) as 

 [ ]( ) ( ) ( ) ,dW t K x x t S t= − −  (7) 

where K > 0 is the controller gain and xd > 0 is the demand queue length. The component 
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tn

j

j t RTT

S t b dτ τ
= −

=∑ ∫  (8) 

is responsible for the Smith prediction and it represents the ‘in-flight’ data. The rate bj(t), 

sent and recorded by the switch for source j at the instant of the control unit passing 

through the node, is determined from the following equation 

                   

)
min

, , , 1

0,                     for  

( ) / ,             for 

( ) / , for  and ,

bj

j bj fj

j k bj fj j k bj j k bj
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a t T n t T t t T t T+

 < −

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

− ≥ ∈ − −  %

 (9) 

Therefore, source j sends data to the network at the minimum rate amin/n in the [0, RTTj) 

interval. Afterwards, it delivers the packets at the rate determined by the controller 

(according to (7) and (9)) at the discrete time instants tj,k – Tb. 
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We assume that in order for the network to be able to transport the user data at least at 

the minimum rate, amin ≤ dmin. On the other hand, to make it possible to always exploit all 

of the available bandwidth, we expect amax ≥ dmax. Therefore, since the utilized bandwidth 

is limited from below by either the available bandwidth or the incoming flow rate (when 

the queue length is zero), h(t) will satisfy the following inequalities 

 min min max max( ) .a d h t d a≤ ≤ ≤ ≤  (10) 

To fulfill the first design objective (i), it suffices to show that the queue length never 

increases beyond a given limit irrespective of the bandwidth changes. Then, if we assign 

the buffer capacity at least equal to the indicated maximum, no packet will be discarded 

as a result of congestion, and the risk of losing data will be eliminated. 

Theorem 1: If sources transmit data according to the conditions formulated by (3)-(9), 

then for any t ≥ 0 the queue length at the bottleneck node is upper-bounded by qmax, 

where 

 ( ) ( )max min max min1/ ,d Cq x a K a a Tλ= − + + −  (11) 

provided that 

 ( )max 1/ ,dx a Kλ> +   (12) 

where 
1

/
n

jj
RTT nλ

=
=∑  denotes the mean round trip time for the considered set of n 

connections. 

Proof: The rate is adjusted by each source at the discrete time instants tj,k, and the 

effect of the modification affects the total arrival rate at the bottleneck node after forward 

propagation delay.  Let us denote by θm (m = 1, 2,...) the moments of time when the total 

arrival rate changes as a consequence of the transfer speed adjustment at some source. 

The first such modification coincides with the arrival of the initial packet belonging to the 

flow with the shortest forward delay, so for m = 1 we have θ1 = Tf min. Since each source 

updates the transmission rate at least every TC, the interval 

 mmm θθα −= +1  (13) 

between any two consecutive potential changes of the total incoming rate at the congested 

switch is subject to the constraint 0 ≤ αm ≤ TC. The interval αm = 0 reflects the case, when 

the modification of the transmission speed, which occurred at two or more sources, 

influences the aggregate rate at the switch at the same moment of time. 

Let us denote the queue length at the time instant θm by xm = x(θm). For m = 1 and 

θ1 = Tf min we can write x1 = x(θ1) = 0 < qmax. Therefore, the proposition holds for any 

moment of time t ≤ Tf min. 

Let us consider some m > 1 and the queue length at a time instant t ∈ [θm, θm+1) 

 ( ) ( , ) ( ) ,
m

m

m m mx t x P h d

θ δ

θ

θ θ δ τ τ

+

= + + − ∫  (14) 
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where t = θm + δ and δ ∈ [0, αm). The function 

 
2

1

1 2

1

( , ) ( )
n

j fj

j

P a T d

τ

τ

τ τ τ τ
=

= −∑∫  (15) 

represents the amount of data that arrived at the bottleneck node between τ1 and τ2 time 

instants. 

In order to analyze the queue length variations in the time interval [θm, θm+1), we 

examine the behavior of function W. We will consider two cases: first, the situation when 

W(θm) > amin, and, afterwards, the circumstances when W(θm) ≤ amin. 

Case 1: We analyze the situation when W(θm) > amin. From the definition of function 

W, we get 

 min / ( ).
m d m

x x a K S θ< − −  (16) 

Assumption (12) guarantees that expression on the right-hand side of inequality (16) is 

positive. Applying (16) to (14), we arrive at 

 min( ) / ( ) ( , ) ( ) .
m

m

d m m mx t x a K S P h d

θ δ

θ

θ θ θ δ τ τ

+

< − − + + − ∫  (17) 

The biggest amount of data arrives at the node if all the sources are able to follow the 

controller command, i.e. if ∀j fj(t) = 1. On the other hand, the quantity on the right hand 

side of (17) is the biggest in the situation when δ > RTTj. Then, the number of incoming 

packets exceeds the predicted one. Consequently, since the individual source rate is 

upper-bounded by amax/n, the difference ( , ) ( )
m m m

P Sθ θ δ θ+ − can be evaluated as 

 ( )max( , ) ( ) .m m mP S aθ θ δ θ δ λ+ − ≤ −  (18) 

Using (10) and (18), we get the following estimate of the queue length (17) 
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Since δ ≤ TC, 

 ( ) ( )( )min max min max( ) 1/ .d Cx t x a K a a T qλ λ< − + + − − ≤  (20) 

This ends the first part of the proof. 

Case 2: Now, let us examine the situation when W(θm) ≤ amin. We begin with finding 

the last moment t* < θm when the signal W(t) was greater than amin. It should be stressed 

at this point, that since the control unit emission at the sources and rate generation at the 

congested node are not synchronized, t* does not have to coincide with any of the θm time 

instants. According to (9) and (12), W(–Tb max), where max
1,2,...,

max ( )b bj
j n

T T
=

= , satisfies the 

following 
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 ( )max max min( ) 0 0 .b dW T K x a a− = − − > >  (21) 

For t ∈(–Tb max, Tf min) signal W decreases with time and, due to assumption (12), at the 

upper margin of the indicated interval attains the value greater than amin, i.e. 

W(Tf min) > amin. This means that moment t* actually exists and t* > Tf min. The value of 

W(t*) satisfies the following inequality 

 [ ] min( *) ( *) ( *) .dW t K x x t S t a= − − >  (22) 

After the term rearrangement, we obtain 

 min( *) / ( *).
d

x t x a K S t< − −  (23) 

The queue length at a time instant t ∈ [θm, θm+1) can be expressed as 

 
*

( ) ( *) ( *, ) ( ) ,

t

t

x t x t P t t h dτ τ= + − ∫  (24) 

where t = θm + δ, δ ∈ [0, αm) and αm is defined by (13). Applying (23) to (24), we get 

 min

*

( ) / ( *) ( *, ) ( ) .

t

d

t

x t x a K S t P t t h dτ τ< − − + − ∫  (25) 

The term P(t*, t) – S(t*) describes the difference between the number of data units which 

arrived at the bottleneck node during the interval from t* to t, and the number of packets 

still ‘in flight’ at the time moment t*, i.e. those for which the sending rate has already 

been calculated and which have not yet arrived at the buffer of the bottleneck node. The 

biggest number of packets will arrive if the sources have no limitations, i.e. if ∀j fj(t) = 1. 

Then, aj(t) = bj(t – Tbj), and from definitions (8) and (15) we obtain  
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The time instant t* is the last moment when the algorithm computed a value greater than 

amin. Afterwards, the established flow rate was equal to amin, so difference (26) can be 

evaluated as 

 ( )max min min

1 *

( ) ( ) * .

tn

j C C

j t

b d S t a T a t t T aτ τ λ
=

− ≤ + − − −∑∫  (27) 

Recall that h(t ≥ Tf min) ≥ amin. Then, using (27) we get the following estimate of the queue 

length (25) 
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This concludes the proof. 

Full link utilization, as formulated by (ii), requires the presence of data packets in the 

bottleneck node buffer at any instant of time. In other words, if x(t) is greater than zero, 

then all of the available bandwidth at the congested link is consumed. The theorem 

presented below shows how the demand queue length xd should be selected so that this 

condition is fulfilled. 

Theorem 2: If sources transmit data according to the conditions formulated by (3)-(9), 

fminamax > dmax and the demand value of the queue length satisfies the following inequality 

 ( ) ( )max min max min1/ ,d Cx a K f a a Tλ> + + −  (29) 

then for any t > Tf min + TC + Tmax, where Tmax = qmax / (fminamax – dmax), the queue length is 

strictly positive. 

Proof: The theorem assumption implies that we deal with the time instants 

t > Tf min + TC + Tmax > θ1. Considering some m > 1 and the value of signal W at the 

moment of the node input rate modification θm, we may distinguish two cases: the 

situation when W(θm) < amax, and the circumstances when W(θm) ≥ amax. 

Case 1: We consider the situation when W(θm) < amax. Directly from the definition of 

function W, we obtain 

 max / ( ).
m d m

x x a K S θ> − −  (30) 

Let us examine the queue length at some time instant t ∈ [θm, θm+1) as was defined in (14). 

Using (30), we get 

 max( ) / ( ) ( , ) ( ) .
m

m

d m m mx t x a K S P h d

θ δ

θ

θ θ θ δ τ τ

+

> − − + + − ∫  (31) 

The Smith predictor term S(t) ≤ amaxλ. On the other hand, each source transmits packets at 

least at the amin/n rate, so P(θm, θm + δ) ≥ aminδ. Therefore, we can state the following 

 max max min( ) / ( ) .
m

m

dx t x a K a a h d

θ δ

θ

λ δ τ τ

+

> − − + − ∫  (32) 

Since the utilized bandwidth is upper-bounded by dmax < fminamax, and δ ≤ TC, the queue 

length expressed by (32) will satisfy the condition given below 

 max max min max( ) / 0.
d

x t x a K a a dλ δ δ> − − + − >  (33) 

This concludes the first part of the proof. 

Case 2: Now, let us investigate the situation when W(θm) ≥ amax. First, notice that 

according to (29) the assumptions of Theorem 1 are fulfilled. We seek for the last 

moment t* < θm when signal W was smaller than amax. It comes from Theorem 1 that the 

queue length never exceeds qmax. At the same time, the packet depletion rate is limited by 

dmax. On the other hand, in the situation when the assigned rate equals amax, the incoming 

rate at the node (after taking into account the transfer limitations of the sources) will not 
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be lower than fminamax. Thus, in order to preserve the buffer space indicated in Theorem 1, 

the controller may continuously set the biggest rate amax for the maximum period 

Tmax = qmax / (fminamax – dmax), and the instant t* actually exists. Since t* was the last 

instant, when W < amax, and the time separation between any two consecutive aggregate 

input rate modifications does not exceed TC, t* ≥ θm – (Tmax + TC). The value of W(t*) 

satisfies the inequality given below 

 [ ] max( *) ( *) ( *) .dW t K x x t S t a= − − <  (34) 

Rearranging terms in (34), we get 

 max( *) / ( *).
d

x t x a K S t> − −  (35) 

The queue length at some moment of time t ∈ [θm, θm+1) may be expressed as in (24). 

Applying (35) to (24), we obtain 

 max

*

( ) / ( *) ( *, ) ( ) .

t

d

t

x t x a K S t P t t h dτ τ> − − + − ∫  (36) 

According to (6), S(t*) ≤ amaxλ. Recall that t* was the last instant before t, when the 

controller calculated rate smaller than amax. This rate can be as low as amin. Afterwards, 

the algorithm computed the maximum value of the flow rate. Since the control units 

appear at the discrete time instants, the rate assignment can be delayed, but not more than 

by TC. Moreover, due to the source transfer capability limitations, the incoming rate at the 

node (although predicted to be at the maximum) may be as low as fminamax. Thus, the 

amount of the incoming data P will satisfy the following 

 ( )min min max( *, ) * .C CP t t a T f a t t T≥ + − −  (37) 

For any t the utilized bandwidth h(t) ≤ dmax, so substituting (37) into (36), we arrive at 

  ( ) ( )max max min min max max( ) / * * .d C Cx t x a K a a T f a t t T d t tλ> − − + + − − − −  (38) 

The theorem assumption implies fminamax > dmax. Since t > t*, 

 ( ) ( )max min max min( ) 1/ 0.d Cx t x a K f a a Tλ> − + − − >  (39) 

This ends the proof. 

4. Simulation results 

 

In order to verify the control strategy proposed in this paper, simulation tests were 

performed using Matlab-Simulink
®
. First, the model of a wide area network with 

irregular period of feedback information availability was constructed according to the 

description provided in Section 2. Three connections (n = 3), characterized by the delays: 

RTT1 = 20 ms, RTT2 = 30 ms and RTT3 = 70 ms, participate in the flow regulation 

process. Each source sends control units every M = 32 equal-size data pieces. The 

maximum available bandwidth dmax was set as 9100 packets/s, the lower bound of the 
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overall source rate amin as 960 packets/s, and the upper bound amax as 

18300 > dmax/fmin = 9100/0.5 packets/s. The controller gain K was adjusted to 20 s
–1

 and 

the demand queue length xd, calculated according to (29), was set as 2470 > 2466 packets. 

The bandwidth actually available for the controlled connections d(t) is illustrated in Fig. 2 

by curve (b), and the rate determined by the controller is shown as curve (a). We can see 

from the graph that function d experiences sudden changes of large amplitude, which 

reflects the most rigorous networking conditions. The queue length x(t) resulting from 

applying the proposed regulation scheme is shown in Fig. 3. As we can see, the queue 

length never exceeds the value of 4115 packets and does not drop to 0. These two 

properties imply no buffer overflow and full bottleneck link utilization. The rates 

assigned for the sources (curve a) and the true transfer speeds of each transmitter (curve 

b) are shown in Fig. 4. It is clear from the plots that the sources cannot always deliver 

data at the rate established by the controller (the actual rate can be as low as half of the 

assigned one). Despite significant rate limitations experienced by the transmitters, the 

proposed strategy guarantees the maximum throughput in the network. 

 
 

 

Fig. 2. Total rate (a) and available bandwidth (b). 

 

 

 

 

 

Fig. 3. Queue length. 

 

Fig. 4. Source rates: (a) – assigned, (b) – real. 
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4. Conclusions 

 

In this paper the congestion control problem in a connection-oriented network 

supporting multiple data flows was addressed. The proposed nonlinear algorithm 

effectively combines the Smith principle with the proportional controller with saturation. 

Conditions for no packet loss and full network utilization were presented and strictly 

proved with explicit consideration of the irregularities in the feedback information 

availability. As the transfer speed limits are fully adjustable within the bandwidth 

constraints, the algorithm performance may be easily tuned by the user. Moreover, since 

the rates generated by the controller are always nonnegative and bounded, the proposed 

strategy may be directly implemented in real systems. The main advantage of the 

algorithm proposed in this paper over previously published Smith’s predictor based 

solutions is that it allows for total resource usage despite possible transfer limitations of 

the sources. Since low rates may result from the transmitter itself, or may be caused by 

congestion occurring elsewhere in the network (and not at the node where the controller 

operates) the proposed algorithm may efficiently coexist with other, possibly different 

flow regulation schemes in the communication system.  
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Abstract: A Least Cost Routing (LCR) solution supporting optimal routing decisions in the inter-carrier
environment is proposed. The solution could play an important role for operators which face different routing
options with regard to service quality and cost. The issue is presented in the context of the optimal traffic partner-
carrier choice. The optimization problem is formulated. Especially, different tariff formulations are taken into
account. Then, an example scenario and an optimal solution for the considered problem are elaborated.
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1. Introduction

As competition in the telecommunications industry continues to intensify, carriers and
service providers seek ways to increase revenues and reduce operating costs (OPEX). Due
to the development of Next Generation Networks, leading to a multi-service transport layer
within a multi-domain environment, the importance of interconnection issues keeps grow-
ing. Also the number of Service Providers (like ISPs) is increasing rapidly and the structure
of the industry goes towards an unbundled value chain, where large diversity of services
can be offered by many telecommunication market players. Thus, the new business models
combined with the net neutrality requirement [1] enforces the network operators to change
interconnection policy used until now. To support network services, carriers build and di-
versify interconnect partner relationships [2]. Network service providers often negotiate
special interconnection agreements and tariffs. Thus, they can provide the best service to
their end-customers [3]. However, as network services become connectionless and network
connectivity increases, operators face numerous routing alternatives.
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On the other hand, changes in tariff plans, which are complex and may use highly gran-
ular pricing models, should be considered as a characteristic feature of this market. These
characteristics and the explosive growth in voice and data traffic could lead carriers to de-
ploy new call routing models if the business environment becomes very dynamic and routing
changes are required in shorter time frames. Moreover, operators require the ability to ensure
that calls in their networks are routed according to the lowest cost route to maximize their
income. Inefficiencies in implementing interconnection strategies can decrease carriers’ out-
come, as well as make them waste time.

Therefore, the need for developing algorithms supporting the choice of optimal inter-
connection routes becomes crucial. In this paper, we introduce the concept of the Least
Cost Routing (LCR) solution, which helps to optimize connections between telecommunica-
tion operators by minimizing costs for served demands and maximizing an efficient use of
the existing network infrastructure. By using LCR algorithms, the routing strategy can be
more efficiently executed by incorporating the knowledge of cost and margin with network
conditions. The LCR algorithm can also shorten time needed to analyze a huge number of
alternatives and help a carrier make decisions considering new agreements with other carriers
within a dynamic framework.

2. Problem Description

In a multi-domain environment, possibly combining incumbent and virtual network op-
erators, service providers and operators who want to send traffic to a certain destination have
many possibilities to choose routes through such domains. Since an important element of an
operation budget is the interconnection cost, the critical problem is to route traffic through
the cheapest routes in order to control OPEX. However at the same time, the operator has to
take into consideration the requirements regarding the quality of service (QoS), resilience as
well as bandwidth issues. The chosen route has to meet all the requirements with reference
to both price and quality. Such a route is called the optimal one.

To help the operators find the best routes, the Least Cost Routing (LCR) solution has
been proposed. General LCR model is presented in Fig. 1. In order to calculate the optimal
routes the implemented algorithms take into account multiple network-based parameters like
operators’ price lists, network configuration, traffic history, etc. The most important param-
eter for choosing the routes is the cost of transiting/terminating connections (given in tariffs
as the price per time/volume unit). However, the quality of service of the offered intercon-
nection in a general case can be also taken into account when calculating the optimal route.
The latter issue is not considered in this paper.

Based on a series of reference data the optimization program as well as the heuristic
algorithm implemented in LCR find automatically the optimal route configurations for all
interconnect traffic, assigning the most appropriate Points of Interconnection (POI) for spe-
cific traffic directions and termination points. The considered model is the static one, i.e, the
traffic distribution is proposed in a long time period, e.g., one month. Traffic is assumed to
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Fig. 1. General LCR model (POI: Point of Interconnection)

reach a maximum value, considering possible peaks and a given network availability, during
that period. LCR functionalities give the operator a network configuration table that can be
manually, after an administrator’s approval, or automatically implemented into the network
control systems. The delivered solution is based on a general connection model shown in
Fig. 2(a). This connection model is presented from a point of view of an operator who wants
to send the traffic to specific destinations/prefixes. It is assumed that the operator has agree-
ments with a certain number of partners who offer the possibility of transiting or terminating
the traffic for some directions. The interconnection partners not always offer the connections
to all destinations. In the case of big operators they offer the global services indeed, but
smaller ones operate rather in narrower geographical zones.

The operator usually has many points in its network through which the traffic is ex-
changed with partners. These points are known as POIs (Point of Interconnection). For-
mally, POI can be defined as geographical location where two networks interconnect and
exchange traffic. It is possible to define some POIs with the same interconnection partner
(see Fig. 2(b)). In the considered case, the developed algorithm does not differentiate be-
tween locations of POIs. It is assumed that the location of the POIs are given.

The parameters related to the POI are the tariffs and capacity (Fig. 2(c)). Different
tariffs can be specified in the same POI, even on the same direction. It is due to the fact that
interconnection partner can offer different classes of service (e.g., gold class, bronze class,
etc.) on the same directions/prefixes with different prices. The capacity at the POI, i.e., the
maximum traffic volume which can be sent through this POI is another important factor. This
limitation can result from technical constraints of particular locations (e.g., the link capacity).
The capacity of a POI is also considered as a given value and in the case of our algorithm it
is a constraint.

The main problem to be solved by the LCR algorithm is to propose the optimal distribu-
tion of the routes for the whole traffic outgoing from an operator. Therefore, the volume of
the traffic to be carried to different directions (see H1, H2 and H3 in Fig. 2(d)) is the main
input for the developed algorithm.

Configured weights for particular routes are also considered (see Fig. 2(e)). These
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weights can result from operator’s corporate priorities and preferences. The priority means
that, independently of the fact that sending traffic through the particular route or to the par-
ticular destination is more expensive in comparison with other possible options, the traffic is
transmitted just through that partner. This situation occurs in the telecommunications inter-
connection market, as the operator enter into a privileged agreement with a particular partner.
The ‘preferences’ term means that in the case of routes with the same cost offered by different
partners the service delivered by a preferred partner is chosen.

The developed algorithm takes also into consideration rules based on the date, day of
a week, and hour of a day. However, the considered model is the static one, i.e., the traffic
distribution is proposed in the monthly perspective. Nevertheless, this model, after taking
into account some more parameters and variables can be easily adapted to the dynamic envi-
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ronment.
We also have to remember that we need credible statistical data describing the total

traffic related to the period of time for which the planning is made. Therefore, the use of
traffic forecasting techniques is encouraged. Nevertheless, in this paper, we assume that such
statistics is provided.

3. Cost Functions

The proposed model concerns the most popular tariffs. As a tariff we understand a
scheme of rates and regulations managing charging of telecommunication services. A tariff
model is in most cases composed of the following two elements [4]:

• a price: a monetary component;

• a related tariff model, i.e., a calculation scheme, which provides a charging function
enabling calculation of costs considering charging variables (e.g., time of usage, vol-
ume transferred, allocated bandwidth) and charging coefficients (e.g., price per suitable
unit).

Numerous tariff models have been proposed for telecommunication services [5]. These
models can be classified into three groups [4]: linear tariff models, non-linear tariff models
and discounts.

In the case of linear tariffs the price per defined unit (volume, time) of usage is equal for
all units. The total cost of a call or transmission is simply calculated by multiplication of the
unit price by the number of carried units (Fig. 3(a)).

(a) Linear tariff (b) Non-linear tariff I

(c) Non-linear tariff II (d) Tariff with beginning cost

Fig. 3. Cost structures of different tariffs (unit and total cost)
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The non-linear tariffs [6] result in different prices per used unit (Fig. 3(c)). The marginal
cost changes when some thresholds are exceeded. The new cost is related only to the amount
of minutes which exceed the thresholds. The first non-linear tariff, sometimes called the total
volume traffic tariff (Fig. 3(b)), is characterized with the marginal cost changes when some
thresholds are exceeded. For the whole minute volume carried in such a tariff only one unit
cost is used at once, i.e., the cost related to the highest exceeded threshold. The most popular
and simplest non-linear tariff is the flat rate tariff [7]. Under a flat pricing scheme the user is
charged a fixed amount per time, irrespective of usage. Further tariff models can be defined
by mixing linear and non-linear tariff models to obtain more sophisticated tariff models. An
example of such a combined model is the two-part tariff model which consists of a fixed
entrance fee for a certain period of time and a per-unit charge (Fig. 3(d)).

Two-part interconnection tariffs exist in a number of ways [8]: many interconnection
tariffs consis of a call setup charge, plus a per minute charge. Many interconnection arrange-
ments require initial or ongoing payments for the dedicated interconnection capacity (both
traffic and signalling) between networks, plus the on-going usage related charges. Now, most
operators charge their clients for the number of minutes routed to other operators. However,
there are many different ways of setting up a contract between operators. Many contracts can
be described as a general function of the number of minutes. One possible approximation
is ‘pay per minutes’ where the price is a linear function of the number of minutes served
with the option of limiting the total number of minutes. The cost of a connected call can be
computed in several different ways. One of them is a weighted combination of the quality of
service and price. To differentiate their portfolios, the carriers also introduce so called time-
bands, i.e., different time units, for which prices are defined. Those different time intervals
are known as the peak-on and peak-off intervals with different prices [9]. Discounts (called
here global promotions) are a special type of tariff model applied to decrease the total cost for
the customer. They can be defined over total costs incurred for a special type of transaction
or on total costs incurred for a certain period of time. Discounts are applied in combination
with tariff models and result in an additional reduction of prices.

4. Optimization Heuristic

The formulation of the LCR problem is based on Mixed-Integer Programming (MIP).
The mathematical model of the considered problem has been described in details in [10]. As
for a large number of variables this problem is unsolvable, we propose a heuristic algorithm
to find the best solution (see Fig. 4). The heuristic solution is computed as follows:

1. In the first step, the initial data for the algorithm, such as the POIs configuration, con-
nection scheme and traffic distribution are determined.

2. Based on the data from step one, the potential partners and interfaces for required
destinations are chosen. The list of the partners and interfaces can be ordered according
to some criteria, e.g., the capacity of interface, the traffic limits, the lowest price, the
highest quality or the mix of the previous criteria.
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Fig. 4. The proposed heuristic algorithm

3. Simultaneously, the ordered list of traffic allocation is prepared. The list consists of
the destinations, where the traffic has to be transmitted. The traffic can be ordered
according to some rules, e.g., from the highest to the lowest value, according to some
preferences, etc.

4. In the last step, the choice of the partner and the interface which meets the required
criteria is made. The traffic granularity defined as the number of minutes taken into
account in one heuristic loop, as well as the step of heuristic, meant as the duration of
time for which the traffic distribution for destinations is looked for:

(a) to start the heuristic the granularity and step is determined;

(b) at first, the traffic to priority destinations is allocated;

(c) in the next step, the rest of the traffic is allocated according to the chosen rule,
e.g., the cheapest path is chosen;

(d) if the limit of the traffic for a partner or interface is exceeded for the just serviced
destination, the previous traffic allocation is canceled except the traffic allocation
to priority destinations; the considered destination is assumed to be the priority
destination and is served as the first from among the non-priority destinations.

5. Numerical Results

To show the LCR solution performance, a scenario is specified by a given number of
interconnection partners, possible routes, interfaces constraints, tariff definitions and volume
traffic requirements (see Fig. 5(a)).

We assume that the operator wants to send: 30 traffic units on direction 1, 70 traffic units
on direction 2, 45 traffic units on direction 3, 65 traffic units on direction 4, 90 traffic units
on direction 5. In the presented example, we consider P = 3 interconnection partners and
D = 5 directions/prefixes. Partners 1 and 2 can send the traffic to all the destinations while
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Fig. 5. Numerical example

partner 3 only to direction 1, 2 and 3. The capacities of the POIs are also shown, e.g., 150
units limiting POI connected to tariff tl11 . Interconnection partners offer different number
of tariffs: partner 1 five tariffs, partner 2 four, and partner 3 only one, respectively. The
structure of all used tariffs is described in Table 1. The linear (see Fig. 3(a)) and non-linear
tariff structure are used (see Fig. 3(c)). The linear tariffs are as follows: tl11 , tl21 , tl22 , tl23 ;
the non-linear — ts11 , ts12 , tv11 , tv12 , tv21 , tv31 . The global promotion has been applied by
partners 1 and 2, while partner 3 does not offer any discount (see Table 2). The cost used in
the tariffs definition is given in some monetary units.

The goal of the optimization algorithm implemented in the LCR solution is to find the
distribution of the traffic which has to be sent on 5 directions in the cheapest way, i.e., to

Table 1. Numerical example: tariffs structures

tl11 ts11 ts12 tv11 ts12 tl21 tl22 tl23 tv21 tv31

c 8

c1 1 c1 6 c1 5 c1 3

c 6 c 8 c 5

c1 2 c1 3
t1 3 t1 40 t1 70 t1 150 t1 180 t1 20
c2 2 c2 9 c2 9 c2 4 c2 9 c2 4
t2 6 t2 100 t2 120 t2 200 t2 195 t2 140
c3 5 c3 10 c3 10 c3 8 c3 10 c3 9

c means: unit cost, t means: threshold value
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Table 2. Numerical example: tariffs structures

Partner 1 2 3
Threshold 250 200

No discountDiscount 30% 20%

choose the POI, partners and tariffs in order to pay as small as possible. The optimal traffic
load is presented in Fig. 5(b). To calculate the exact solution we use the commercial MIP
solver CPLEX [11]. In the considered scenario the optimal goal function is 755.3. According
to the results based on the exact optimization algorithm only partner 1 has been chosen for
transiting/terminating the traffic. If the results of the algorithm are to indicate the potential
partner for agreement, in case of such a structure of data (traffic, tariffs, interfaces constraints)
as in the example, it is advisable to make an agreement only with partner 1.

On the other hand, Fig. 5(c) presents results obtained on the basis of the proposed heuris-
tic algorithm. We can see that, contrary to the exact solution, the heuristic algorithms eagerly
allocated linear tariffs. The value of the goal function in this case is 1512. On the basis of
this sub-optimal value with the exact optimum, we imply that the heuristics must be made
much more sophisticated.

6. Operator Considerations

Theoretical assumptions and models need to be verified and modified from the view-
point of real conditions in which operates an existing telecommunications service provider.
In particular, regulatory and physical constraints need to be considered. Mutual long term
bilateral agreements established between operators should be taken into account as well. For
instance, the interconnection is strongly regulated by the Government Regulatory Authority
in Spain as well as in many other countries. Soon, such a regulation is going to be applied at
the EU level. The interconnection must be supported by the predominant network operator
(an old monopoly holder) and the tariffs calculated on the basis of cost and the initial invest-
ment credit. It is assumed that the situation must evolve in the sense of loosing restrictions
towards a liberalized market where discounts and bilateral agreements will naturally emerge.
However, for the moment, flat tariffs are predominant in a wholesale scheme and the two-
part interconnection tariffs are applied to mutual interconnection agreements, mainly for the
mobile access segment where timebands can be defined in the three different schemes:

• Working days: 8:00 till 16:00 is the expensive timeband for business.

• Working days: 18:00 till 22:00 is another expensive timeband for residential users.

• Weekends: There is no expensive timeband for the access segment.

As far as the interconnection for wideband services (e.g. Internet access) is included
separately in the group of a flat tariff, there is no place for non linear interconnection agree-
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ments. In fact, this kind of interconnection agreements is most common for long-distance
and wholesale services, where other considerations aside from cost estimation are used, es-
pecially in trans-national links (e.g., in Southern America).

7. Conclusions

In the paper, we present the approach to the least-cost routing in the inter-carrier context.
First, the problem is defined. Especially, we overview the typical tariffs used in the inter-
carrier operations.

The further work will aim at developing the heuristics for the considered problem. Fast
computation of the given scenario by CPLEX resulted from not too sophisticated tariffs defi-
nitions, small traffic to transmit, etc. In real-size problems, the time for achieving the optimal
solution could be too long. We plan to compare the optimal results with sub-optimal solu-
tions obtained one the basis of a heuristic. Quality of Service issues will also be considered
in the further algorithm. The static model presented in this paper will be extended to the
dynamic case.
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Abstract: In this paper we propose the methods for analysing the most popular scheduling algorithms like 

Priority Queueing (PQ), Generalized Processor Sharing (GPS) and Priority Queueing - Generalized Processor 

Sharing (PQ-GPS), which handle the traffic in two or more classes of service.  Based on this analysis we determine 

the maximum admissible load which guarantees the assumed IP packet loss ratio (IPLR) for each class of service. 

We compare our results with a well-known and widely applied decomposition method. The decomposition method 

doesn’t take into account the specific features of the scheduling algorithm but relies on decomposing a complex 

system into a number of separate single queue sub-systems each corresponding to one classes of service. The 

comparison between our method and the decomposition one, proves that by taking into account the specific features 

of the schedulers, we benefit from higher values of the maximum admissible load which means higher utilization of 

the network resources.  
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1. Introduction – statement of the problem 

 

The concept of classes of service (CoS) has been already accepted as one of the 

approaches for assuring a target level of quality of service (QoS) in IP (Internet Protocol) 

networks [8] expressed in terms of IP packet transfer delay (IPTD), IP packet delay 

variation (IPDV) or IP packet loss ratio (IPLR) [9], [10] parameters. This concept 

assumes the usage of different schedulers and possibly the separate, per CoS buffers for 

handling the packets streams which differ in traffic characteristics and QoS requirements 

essentially. Additionally, to assure target values of IPTD, IPDV and IPLR parameters the 

load of each CoS must be limited to some threshold value controlled by the enforcement 

of the Call Admission Control (CAC) function.  

Existing methods for calculating this load limit (also referred as the maximum 

admissible load or AC limit) rely on the decomposition of the systems with complex 

schedulers into a number of “sub-systems” each representing one CoS [12], [13]. The 

crucial point of the decomposition method is the way of partitioning the link capacity 

among the supported CoSs. Usually, it is so called “static partitioning” which assigns 

each CoS a fraction of the link capacity i.e. a constant bandwidth independent of the 

traffic conditions in other CoSs. The amount of assigned capacity is either implied by the 
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minimum guaranteed capacity as in case of GPS like schedulers or is chosen arbitrarily as 

in case of the highest priority in case of PQ schedulers. For instance, following the 

guidelines of the decomposition method the PQ-GPS scheduler with 3 CoSs would be 

represented as a set of 3 independent single queue sub-systems with dedicated buffers and 

capacity (see  

Fig. 1). 
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Fig. 1 The principles of the decomposition method 

 

Dividing the link capacity among CoSs is needed in order to treat each CoS separately 

while calculating its maximum admissible load (or equivalently AC limit). Then the 

determination of the maximum admissible load of particular CoS becomes much easier 

since now we deal with a single server queue for which we can apply a variety of well 

known methods.  

While determining the maximum admissible load for a CoS we assume that the value 

of IPDV is controlled by appropriately dimensioned buffer size i.e. short enough to 

guarantee that the maximum queuing delay is less than IPDV. Accordingly, the maximum 

admissible load is limited by requirements on the IPLR value.  

In order to relate the admissible load to the buffer size B and the target value of IPLR, 

first we determine the tail of the probability distribution of the queue size. For obtaining 

the tail of the queue size probability distribution we use Generating Function approach 

and the approximation by the dominating pole outlined in [11] and [18]. Briefly sketching 

the approach, it consists of the following steps:   

- determine the generating function of the number of the packets in the system (the 

system state – N(z)); for single server queue it is well known Pollaczek-

Khintchine formulae [22] – see (1),  
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- approximate the probability distribution of the number of packets in the system 

by geometric distribution with decaying rate determined by the dominating pole 

z0 (i.e. such a value of z which is the real and closest to 1 solution of the function 

from the denominator of (1) ), 
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Afterwards, we assume that IPLR is well approximated by the buffer overflow 

probability and the constant K0 is close to 1, what implies the following simple 

relationship between the IPLR value and the system parameters: buffer size B and the 

value of the dominating pole z0: 
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From (3) it is apparent that requirements for the target value of IPLR while the buffer 

size B is fixed, implies the particular value of z0.Since the dominating pole z0 is found by 

solving the equation from the denominator of (1), in case of Poisson input stream, it is 

determined from:  
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By combining the equations (3) and (4) we can obtain final formulae determining  the 

maximum admissible load ρmax which assures target IPLR value on the buffer size B. For 

the i-th CoS which is dedicated the buffer size Bi and for which the packet losses not 

greater than IPLRi are required, this formulae is as follows: 
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The proposed formulae is relatively simple and so it is easy to apply. However, by 

statically partitioning the whole link capacity C between CoSs before calculating the 

admissible load, we ignore the important features of scheduling algorithm. These features 

include mutual impact of the traffic handled by different CoSs: utilizing the whole 

capacity left over by low priority traffic in case of PQ scheduler or the ability to assure 

the minimum capacity with the possibility to consume more if any other CoS is under-

utilized in case of GPS scheduler.  

 

2. Analysis of the most popular scheduling algorithms 
 

In this section we provide the analysis of the most popular scheduling algorithms that 

are implemented in the legacy equipment. Regarding the analyzed system we assume that 

the packets arriving to each CoS form Poisson stream. This assumption is relevant when 

the traffic is generated by a large number N of flows and the buffer sizes do not scale 
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with N (which is our case) [20]. Otherwise, when the scaling occurs, the more appropriate 

model of the input traffic is Gaussian process. Furthermore, the packets are constant size 

specific for the given CoS. Since we consider at most 3 CoSs, the packet sizes follow the 

relations: d2=d3, d2/d1=d and d3/d1=d. Each CoS is dedicated a separate buffer of the size 

B1, B2 and B3 for CoS#1, CoS#2 and CoS#3, respectively.  

 
2.1 Priority Queueing (PQ) 

 

For PQ system we only consider two CoSs: CoS#1 handled with higher priority and 

CoS#2 handled with lower priority. It means that the analyzed PQ system is a sub-system 

of the one depicted in Fig. 1 consisting of only CoS#1 and CoS#2 exactly as they are 

denoted there.  

The analysis of PQ system with Poisson input and generally distributed packet sizes 

has been already carried out in [7]. There, the analysis assumed two priority levels and 

provided the results in terms of generating function of the joint probability distribution of 

both queues. Despite this ready to use result which could be adopted for our purposes, we 

developed our own analysis. It differs from [7] by explicitly carrying out the analysis 

from the point of view of CoS#2 handled with lower priority. In our analysis the impact 

of high priority traffic on the low priority one is modelled by introducing unavailability 

periods when server is busy with high priority packets. Essentially our results agree with 

the results obtained in [7] while differing only with respect to some constants. This is due 

to the fact that we inspect the queue size just before completing the service of a packet 

while in [7] the joint queue size is inspected at the end of each time unit (a slot) 

corresponding to the service time of a shorter packet.  

For our analysis we differentiate among the following 5 cases:  

- previous observation took place at the end of an empty slot and during the 

unavailability period no low priority packet has arrived at the system; next observation 

takes place 1 slot after the unavailability period (Fig.  1-A), 

- previous observation took place at the end of an empty slot and during the 

unavailability period at least one low priority packet has arrived at the system; next 

observation takes place d slots after the unavailability period (Fig.  1-B), 

- previous observation took place at the end of service completion of the last low 

priority packet and during the unavailability period no low priority packet has arrived at 

the system; next observation takes place 1 slot after the unavailability period (Fig.  1-C), 

- previous observation took place at the end service completion of the last low priority 

packet and during the unavailability period at least one low priority packet has arrived at 

the system; next observation takes place d slots after the unavailability period (Fig.  1-D), 

- previous observation took place at the end of service completion of the low priority 

packet and there were at least two low priority packets in the system; next observation 

takes place d slots after the unavailability period (Fig.  1-D). 

 

We introduce the following notation where N2(n) denotes random variable describing 

the system state at the n-th observation, A1,i(n+1) (respectively A2,i(n+1)) denotes random 

variable describing the number of high (respectively low) priority packets arriving at the 
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system during a single i-th slot occurring after n-th observation and by U(n) the length of 

the unavailability period (counted in slots) occurring after n-th observation. 

 N2(n) 

 U(n) 

N2(n+1) 
 B 

 d 

N2(n) 

 U(n) 

N2(n+1) 
 A 

 1 

N2(n) 

 Ud(n) 

N2(n+1) 
 C 

 1  d 

N2(n) 

 Ud(n) 

N2(n+1)  D 

 d  d 
 

Fig.  1 All possible cases of the system state transitions between consecutive observations  

 

We summarize the transitions between system states in consecutive observations as 

defined above in the following equation (each component presented in a separate line 

corresponds to one of the 5 cases defined above):  
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(6)

After some algebra, we finally find the following expression for the generating 

function of the number of low priority packets in the system:  
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where the function U(z) can be determined from the following equation defined on the 

basis of the busy period analysis of the high priority traffic: 

 )))(()(())(( 2212 zAUzAAzAU =  (8)

Combining the equations 7 and 8, and additionally exploiting the fact that both A1(z) 

and A2(z) represent the generating function of the Poisson distributions, we calculated the 

tail of the queue size probability distribution based on the approximation by the 

dominating pole [11], [18]. After that, similarly as in section 1 we used the buffer 

overflow probability in place of the IPLR value and after some algebra we finally found 
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the following expression for the maximum admissible load for the CoS#2 handled with 

lower priority: 
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This result takes into account the mutual ratio of the packet sizes d handled by 

different CoSs (by high and low priority) what was not possible in case of the 

decomposition method. 

 
2.2 Generalized Processor Sharing (GPS) 

 

For GPS system we only consider two CoSs. It means that the analyzed GPS system is 

a sub-system of the one depicted in Fig. 1 consisting of only CoS#2 and CoS#3 exactly as 

they are denoted there. Based on the assumptions formulated at the beginning of section 

2, the packet sizes d2, d3 are equal and weights w2, w3 are used to differentiate between 

capacities guaranteed for each of these CoSs.   

Such a system has been considered in many works assuming different traffic 

conditions (e.g exponential service times [15] or Long Range Dependent traffic [16]) and 

different analysis methods (e.g. worst case analysis [14] or exact analysis with the use of 

complex functions [15]). Some analysis were explicitly targeted on determining the 

probability distribution of the queue size of particular CoS [3], [4], [5], [6] what is 

especially useful when determining the maximum admissible load based on the tail of the 

distribution. However due to the complex nature of the processes used for modelling the 

system behaviour (e.g. Markov Modulated Fluid Process in [4] and [5] or Phase Type 

distributions in [6]) the solutions were not given in a close-form expression but in an 

algorithmic way, what is much less convenient for practical purposes.  

The main part of our analysis focuses on the bandwidth sharing between two CoSs 

during the periods when one of them is under-utilized (temporarily has no packets to 

transmit) so the other can benefit from a higher service capacity than the guaranteed 

value. The mutual impact of CoSs was modelled taking one simplifying assumption. It 

stated that one of the CoSs (here CoS#2 without loosing the generality of considerations) 

could use only its own assigned minimum capacity while the other (here CoS#3) could 

benefit from utilizing additional capacity left over by CoS#2.  

The packets departing from CoS#2 provoke the changes in available bandwidth for 

CoS#3. The impact of traffic departing from CoS#2 on the CoS#3 can be captured by 

introducing an additional packet stream (λ2
*
) which interferes with the packet stream λ3 in 

the way shown in the Fig.  2. In order to characterize the additional stream (λ2
*
) we start 

from the equation which indicates that the number of departed packets over some long 

interval T cannot be greater than the number of arrived packets nor the assigned capacity:  
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To simplify further analysis we exploit Chernoff’s inequality [21], which states that 

for every random variable X and any number a the following holds:  
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Fig.  2 . Equivalence between original system with two CoSs and the single server queue with additional 

stream modelling the impact of the other CoS.  

 

Assuming that in (10) the w2T is not a constraining factor, we have :  
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To find the closest upper bound, we need to determine such a z that will minimize the 

value of the exponent in (12). For this purpose we differentiate the exponent and equalize 

it to 0. We find that the upper bound we look for, is:  
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Using Chernoff’s inequality again, but this time for determining the generating 

function of D2,T, we find that : 
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Again, repeating the procedure with finding the closest lower bound, we finally find 

that the maximum of the exponent in (14) is attained for a:  
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Respectively the upper bound for the D2,T(z) is given by:  
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The first case recalls the situation where the departing packet stream from CoS#2 is 

not constraint by the assigned minimum capacity w2T and preserves the original traffic 

characteristics – it is still Poisson. The second case recalls the situation where the 

departing packet stream from CoS#2 is really constraint by the minimum capacity w2T. 

As a result the departing stream is smoothed and its generating function resembles  

representation of the constant bit rate stream.  

To find out the representation of the departing traffic relevant for the one slot time 

scale (denoted as D2(z)) we postulate that it should be independent and identically 

distributed in each slot (i.i.d. feature). Thus it is related to D2,T(z) in the following way:  
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Now, we can proceed with the analysis in the same way as in section 1 for a single 

server system but with the input traffic being the sum of two packet streams: the original 

Poisson (λ3) and the additional one (λ2
*
). Accordingly the generating function of the 

system state for CoS#3 is given by:  
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From the equation (18), applying the approach outlined in section 1, we finally find 

the following expression for the maximum admissible load for the CoS#3: 
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2.3 Priority Queueing –Generalized Processor Sharing (PQ-GPS)  

 

The analysis of the whole PQ-GPS system with 3 CoSs as depicted in Fig. 1, relies on 

the results obtained for PQ and GPS systems. In the literature, there are very few 

references to the methods for calculating the admissible load or even to the methods for 

analyzing PQ-GPS schedulers. To the best of our knowledge, any contributions about 

PQ-GPS either rely on simulation studies to characterize the properties of this scheduler 
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as in [2] or they rely on the decomposition method [1]. Recently in [19] a method for 

analyzing such a system but with an input traffic exhibiting Long Range Dependence 

feature was proposed. The literature survey about the analysis of PQ-GPS systems 

included in [19] confirms our statement about very few contributions in this field.  

The final formulae which calculates the maximum admissible load of the CoS#3, was 

obtained by combining the partial results obtained earlier for PQ and GPS systems: 
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3. Analytical results – comparison with decomposition method 
 

In this section we summarize the analytical results for the maximum admissible load 

obtained by means of the decomposition method and our proposed method. To better 

illustrate the benefits from applying the proposed method we have reported the 

percentage gain indicating the increase in maximum admissible load. 

 
ρ2max (proposed method) Gain [%] B2 [pkts] ρ2max (decomposition 

method) d=d2/d1=1 d=d2/d1=10 d=d2/d1=1 d=d2/d1=10 

10 0.486 0.486 0.544 0 12 

20 0.586 0.629 0.660 7.7 12.6 

50 0.653 0.724 0.737 11 12.9 

100 0.676 0.758 0.764 12.1 13 

Tab. 1 PQ system: the maximum admissible load of CoS#2 (ρ2max) obtained with proposed method vs ρ2max 

obtained with the decomposition method. The remaining system parameters are: IPLR1=10-3, B1=10 

[pkts],w1=0.3 (resulting in ρ1=0.694w1), IPLR2=10-3 

 

B3 [pkts] ρ3max (decomposition 

method) 

ρ3max (proposed method) Gain [%] 

10 0.347 0.377 8.6 

20 0.419 0.490 16.9 

50 0.466 0.585 25.5 

100 0.483 0.619 28.2 

Tab. 2 GPS system: the maximum admissible load of CoS#3 (ρ3max) obtained with proposed method vs ρ3max 

obtained with the decomposition method. The remaining system parameters are: IPLR2=10-3, B2=10 [pkts], 

w2=0.5,w3=0.5,( resulting in ρ2=0.694w2), IPLR3=10-3. 

 

ρ3max (proposed 

method) 

Gain [%] B2 [pkts] ρ2 B3 [pkts] ρ3max 

(decomposition 

method) d=1 d=10 d=1 d=10 

20 0.2511 10 0.208 0.213 0.291 2.4 39.9 

20 0.2511 20 0.251 0.319 0.360 27.1 43.4 

20 0.2511 50 0.28 0.404 0.421 44.3 50.4 

20 0.2511 100 0.29 0.437 0.446 50.7 53.8 
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Tab. 3 PQ-GPS system: the maximum admissible load of CoS#3 (ρ3max) obtained with proposed method vs 

ρ3max obtained with the decomposition method. The remaining system parameters are: IPLR1=10-3, B1=10 

[pkts], w1=0.4 (resulting in ρ1=0.694w1), IPLR2=10-3, w2=0.3, w3=0.3, IPLR3=10-3 

To verify the proposed formulas we implemented considered scheduling algorithms 

under ns-2 simulation platform [17]. In case of GPS and PQ-GPS schedulers the 

implementation took into account different existing realizations of this general concept of 

fair bandwidth sharing, like Weighted Fair Queueing with Virtual Time (WFQ), Self 

Clock Fair Queueing (SCFQ) or Deficit Round Robin (DRR). Simulation results with 

95% confidence intervals are summarized in Tab. 4, Tab. 5, Tab. 6 and Tab. 7. 

 
 IPLR1  IPLR2 B2 [pkts] 

d=d2/d1=1 d=d2/d1=10 d=d2/d1=1 d=d2/d1=10 

10 <10-6 7.7 10-6 ±2.3 10-6 2.53 10-4 ± 1.1 10-5 2.89 10-4 ± 6.2 10-5 

20 <10-6 5.4 10-6 ±5.5 10-7 1.71 10-4 ± 3 10-5 1.61 10-4 ± 7.1 10-6 

50 <10-6 9.2 10-6 ±1.3 10-6 9.5 10-5 ± 2 10-5 7.7 10-5 ± 9.1 10-6 

100 <10-6 5.6 10-6 ±1.8 10-6 4.3 10-5 ± 1.2 10-5 3.3 10-5 ± 1.5 10-5 

Tab. 4 Simulated IPLR1 and IPLR2 levels after loading CoS #2 to the values indicated in Tab. 1. 

 

IPLR3 B3 [pkts] ρ3 

WFQ SCFQ DRR 

10 0.377 5 10-4 ± 4.0 10-5 6.8 10-5  ± 1.5 10-5 7.5 10-5 ± 9.5 10-6 

20 0.490 1.86 10-4 ± 2.7 10-5 7.0 10-5 ± 1.2 10-5 7.5 10-5 ± 1.3 10-6 

50 0.585 8.4 10-5 ± 2.8 10-5 5.1 10-5  ± 2.5 10-5 8.4 10-5 ± 4 10-6 

100 0.619 5.3 10-5 ± 7.1 10-6 5.0 10-5  ± 1.6 10-5 4.6 10-5 ± 1.6 10-5 

IPLR2 B3 [pkts] ρ3 

WFQ SCFQ DRR 

10 0.377 <10-6 2 10-5 ± 8 10-6 3 10-5 ± 6 10-6 

20 0.490 <10-6 1.1 10-4 ± 2.6 10-5 1.2 10-4 ± 1.5 10-5 

50 0.585 <10-6 2.5 10-4 ± 3.5 10-5 2.3 10-4 ± 1.1 10-5 

100 0.619 <10-6 3.4 10-4 ± 2.0 10-5 2.7 10-4 ± 1.3 10-5 

Tab. 5  Simulated IPLR2 and IPLR3 levels after loading CoS #3 to the values indicated in Tab. 2 

 
IPLR1 IPLR2 IPLR3 

PQ-SCFQ PQ-DRR PQ-SCFQ PQ-DRR PQ-SCFQ PQ-DRR 

  <10-6  <10-6 <10-6 <10-6 2.6 10-5 ± 4.2 10-6 3.0 10-5 ± 2.6 10-6 

<10-6 <10-6 <10-6 <10-6 3.4 10-5 ± 5.5 10-6 7.4 10-5 ± 2.9 10-5 

<10-6 <10-6 <10-6 <10-6 4.9 10-5 ± 3.7 10-6 1.0 10-4 ± 3.1 10-5 

<10-6 <10-6 <10-6 <10-6 5.5 10-5 ± 1.2 10-5 9.3 10-5 ± 4.7 10-5 

Tab. 6 Simulated IPLR1, IPLR2 and IPLR3 levels after loading CoSs  to the values indicated in Tab. 3; case 

for d=1. 

 
IPLR1 IPLR2 IPLR3 

PQ-SCFQ PQ-DRR PQ-SCFQ PQ-DRR PQ-SCFQ PQ-DRR 

 4.9 10-5±4 10-6  5.2 10-5±2 10-6 <10-6 <10-6 1.54 10-4± 2.5 10-5 2.3 10-4 ± 6.1 10-5 

 4.8 10-5± 10-6  5.3 10-5±2 10-6 <10-6 <10-6 1.6 10-4± 5.3 10-6 1.4 10-4 ± 1.6 10-5 

 5.3 10-5± 10-6  6.2 10-5±7 10-6 <10-6 <10-6 1.36 10-4 ± 1.2 10-5 1.12 10-4 ± 8.8 10-5 

 6.2 10-5± 4 10-6     6.4 10-5±2 10-6 <10-6 <10-6 3.9 10-5  ± 3.8 10-5 2.6 10-5 ± 3.4 10-5 

Tab. 7 Simulated IPLR1, IPLR2 and IPLR3 levels after loading CoSs  to the values indicated in Tab. 3; case 

for d=10. 
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We observe that different implementations of the same scheduler type (e.g. WFQ, 

SCFQ or DRR) give different values of IPLR. For example, for WFQ the value of IPLR2 

is lower than for SCFQ while the value of IPLR3 is higher (see Tab. 5). This can be 

explained by differences in their realization resulting in different fairness in the small 

timescale. WFQ algorithm is more fair for CoS#2 and so IPLR2 is decreased in the 

expense of CoS#3 for which IPLR3 is increased. On the contrary, SCFQ algorithm is less 

fair for CoS#2 and so IPLR2 is increased while the IPLR3 is decreased as compared to the 

relevant values obtained with WFQ.   

 

4. Conclusions 

 

The performed simulation tests proved the correctness of the formulas in this sense 

that the target IPLR values were never violated when the system was loaded to the 

suggested limits. Since the formulas are correct and the calculated maximum admissible 

load is higher than in decomposition method, then it is beneficial to use the proposed 

approach. 
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A Fluid-flow Approximation Model of TCP-NCR in wired-wireless networks ∗
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aIITiS PAN, 44-100 Gliwice, ul. Bałtycka 5, Poland
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Abstract: The fluid-flow approximation models investigate with much success the dynamics and stability
of TCP/RED connections. Their main assumption is that the fluctuations of variables characterizing the behaviour
of the connections are relatively small, that enables the linearization of model and the use of traditional control
analysis tools to obtain such measures as Bode gain, phase margins, tracking error or delay margin. In this
article, preserving linear fluid-flow model, we propose its extension to the case when a network is composed of
wired and wireless part. We consider a variant of TCP algorithm (TCP-DCR or its new version TCP-NCR) and
fluid-flow differential equations representing the size of congestion window, mean queue at the bottleneck router
and loss probability at a RED queue are supplemented with terms representing constant loss probability due to
transmission in wireless part and probability that a fraction of these errors is recovered by a link level mechanism.
The decrease of congestion window due to TCP mechanism is delayed to allow the link protocol to deal with the
errors. The model considers the presence of uncontrollable UDP flows.

keywords: active queue management, RED, dynamics of TCP flows, unresponsible flows.

1. Introduction

A considerable work was done recently to capture the dynamics of TCP connections
with the use of fluid flow approximation. The results include a model of a network with
general topology [7], analysis of RED queue in the bottleneck router [4,9], as well as its
comparison with proportional-integral control [5]. In [6, 13] a mixture ofTCP and UDP
flows was introduced and in [11] the method is adapted to the analysis of satellitenetworks.
In [12] an adaptation of this approach to several flavors of TCP is presented. Fluid flow
approximation is relatively simple, compared to other analytical methods of queueing theory,
and therefore well suited to analyze the behaviour of complex networks.

In general, the approach consists in solution of several equations. Thefirst one concerns
the dynamics of TCP congestion windowW and the second refers to the changes of the mean
queue at the bottleneck router:

∗This work was in part supported by Polish Ministry of Science and Higher Education grant 3T11C04530
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Ẇ (t) =
1

R(t)
−

W (t)

2

W (t − R(t))

R(t − R(t))
p(t − R(t)) (1)

q̇(t) =















−C +
K(t)

R(t)
W (t), q > 0

max{0,−C +
K(t)

R(t)
W (t)}, q = 0,

(2)

whereẋ denotes time-derivative andW is the average TCP window size expressed in packets;
q is the average queue length in bottleneck router [packets];R(t) is round trip time [sec];C
is link capacity [packets/sec];p is the probability of packet dropping or marking;K is the
number of TCP sessions active in the bottleneck router. The Eq. (1) may beextended to take
into account the slow start procedure and time-out losses [9].

The set of equations modelling TCP flows dynamics is then linearized around the work-
ing point. The control loop may be then analyzed with standard tools appropriate to investi-
gate the stability of a linear control system where the dynamics of its elements is represented
by their transfer functions.

A way to incorporate in the model the unresponsive flows is to modify Eq. (2)in the fol-
lowing way [6]. Letl(t) denotes the traffic of responsive flows andu(t) of the unresponsive
ones,

q̇(t) =















−C +
K(t)

R(t)
W (t) + u(t), q > 0

max{[0,−C +
K(t)

R(t)
W (t) + u(t)}, q = 0.

(3)

It is supposed in [6] thatu(t) is a stationary process with meanu0 and its variations are
on a finer time-scale, hence it may be regarded as constant and it results indiminishing the
bandwidth seen by responsive flows:

q̇(t) =















−(C − u0) +
K(t)

R(t)
W (t), q > 0

max{0,−(C − u0) +
K(t)

R(t)
W (t)}, q = 0.

(4)

The linearization around working point(Wl0, p0, q0, u0) gives transfer functions, ex-
pressed here in terms of their Laplace transforms

W (s) = −Pwin(s)e−sR0p(s), l(s) =
K

R0
W (s), (5)

q(s) = Pque(s) [l(s) + u(s)] , p(s) = q(s)Caqm(s) (6)
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where

Pwin(s) =

R0C
2
eff

2K2

s +
2K

R2
0Ceff

, Pque(s) =
1

s +
Ceff

C

1

R0

, Ceff = C − u0.

andCaqm(s) is the Laplace transform of transfer function of the AQM controller. The above
equations are matched with others which define the probability of dropping ormarking a
packet as a function of the mean queue size. In the case of classical REDalgorithm, the drop-
ping probability is defined by a curve having three parameters:minth, maxth andmaxp,

pd =























0 if avg ≤ minth

avg − minth

maxth − minth
∗ maxp if minth < avg ≤ maxth

1 if maxth < avg,

(7)

where the moving averageavg is calculated at the arrival of each packet and represents a
low-pass filter for the actual queue length

avg =







(1 − w) ∗ avg + w ∗ n if queue is not empty

(1 − w)
µ
λ ∗ avg if queue is empty,

wherew is a fixed (small) parameter andn is the instantaneous queue size.
The process of taking the moving average (denoted below byx) may be modelled as in

[9]
dx

dt
= loge(1 − w)/∆ − loge(1 − w)/∆q(t) (8)

where∆ is the interarrival time of packets and is taken as∆ = 1/C.
Hence, the transfer function of RED mechanism having changes of current queueδq at

the entrance and changes of packet lossδp as the output has the form

Caqm(s) = Lred
k

k + s

where

k = − ln(1 − w)/∆ = −C ln(1 − w) and Lred =
maxp

maxth − minth
.

The above equation may be replaced by another if the AQM algorithm changes.
This way a control loop schema as in Fig. 2 is formulated and analysed. Below, we

present some notions on the stability analysis following [10]. The stability of thesystem
may be investigated with the use of Nyquist criterion. In general, the closer the transfer
functionG(jω) representing the whole control loop transfer functions, comes to encircling
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Fig. 1. Control schema 1

the (−1 + j0) point, the more oscillatory is the system response. The closeness ofG(jω)
locus to the(−1 + j0) point can be used as a measure of the margin of stability. It is
common practice to represent the closeness in terms ofphase marginandgain margin. Phase
margin is the amount of additional phase lag at the gain crossover frequency required to
bring the system to the verge of instability. The gain crossover frequencyis the frequency
at which|G(jω)|, the magnitude of open-loop transfer function, is unity. The phase margin
γ is 180 deg plus the phase angleϕ of the open-loop transfer function at the gain crossover
frequency, orγ = 180 deg +ϕ. On the Nyquist diagram, a line may be drawn from the origin
to the point at which the unit circle crosses the|G(jω)| locus. The angle from the negative
real axis to this line is the phase margin. The phase margin is positive forγ > 0. For a
minimum phase system to be stable, the phase margin must be positive [10].

Figures 3 - 5 illustrate the influence of the transmission and control parameters on the
shape of Nyquist plots. In plots, similarly as in [9] the presence of transfer function∆(s),
see fig. 2 was neglected and considered as a source of noise

In this numerical exampleC = 12500 packets/s,K = 60, and RED parameters are
pmax = 0.01, maxth = 200, minth = 100, w = 0.0001. DelayR is varied between 10 ms
and 100ms,Ceff is equal0.25C, 0.5C, and0.75C.

In section 2. we propose an extension of this model to capture the performance of TCP
algorithm at wired-wireless environment.

2. TCP in wireless environment, TCP-DCR

In traditional TCP implementation, like New Reno, even if the wireless channel recovery
mechanism is able to retransmit the packet, it is considered as a packet loss by the transport
layer, due to the high delay. In wireless networks the packet loss often occur due to trans-
mission errors, in typical cases with a ratio going up to a few percent. The classical TCP
implementation does not work well in this case. That is why some modification of theclassi-
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Fig. 2. Control schema of TCP Reno connections, see [9]

Fig. 3. Reno connections,G(jm) for various values of delayR, stable and unstable cases
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Fig. 4. Nyquist plot for various delaysR0 (fragment)

cal New Reno algorithm were proposed, e.g. TCP Westwood [8]. Recently, several solutions
have been proposed to improve the performance of TCP over wireless networks. In gen-
eral, these solutions are classified in four categoriessplit connectionapproaches,link layer
scheme, explicit loss notificationapproaches andreceiver-basedapproaches.

Here, we concentrate on TCP-Delayed Control Rate (or Delayed Congestion Response)
TCP-DCR, [1]. It is a modification of the TCP protocol created to improve its robustness
to channel errors in wireless network. The TCP-DCR is based on the ideaof allowing the
link level mechanism to recover the packets lost due to channel errors. This is done by
delaying the triggering of congestion response (fast retransmission-recovery) algorithms due
to reception of dupacks or due to time-out of the retransmission timer, for a small bounded
period of timeτ to allow the link level retransmission to recover the loss due to channel errors.
The choice ofτ is critical, makes a trade off between unnecessarily inferring congestion,
and unnecessarily waiting for a long time before retransmitting a lost packet. Analytical
considerations in [1] indicate that both upper and lower limit forτ is RTT, hence the best
choice isτ = RTT .

These principles then evolved in document [2] where the non-congestionrobustness
(NCR) is discussed and two variants of TCP-NCR are proposed: (i)Careful Limited Transmit
which calls for reducing the sending rate at approximately the same time implementations
reduce the congestion window, as defined by RFC 2581, while at the same timewithholding
a retransmission (and the final congestion determination) for approximately one RTT. (ii)
Aggressive Limited Transmitthat calls for maintaining the sending rate in the face of duplicate
ACKs until TCP concludes that a segment is lost and needs to be retransmitted(which TCP-
NCR delays by one RTT when compared with current loss recovery schemes).

According to TCP-DCR philosophy, the eqs. (1,2) are modified:
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Fig. 5. Reno connections,G(jm) for various values of effective bandCeff , stable and unstable cases

Fig. 6. Reno connections,G(jm) for various values of effective bandCeff , stable and unstable cases (fragment)

Wireless linkWired link

RTT

TCP receiver

link level retransmission, success with probabilityα

loss probabbilitypD

rtt

TCP sender

TCP additional delayτ

Fig. 7. DCR parameters
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Ẇ (t) =
1 − PD
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+

PDα

R(t) + rtt
−

W (t)

2
×

×
W (t − R(t) − τ)

R(t − R(t) − τ)
[p(t − R(t) − τ) + PD(1 − α)], (9)

q̇(t) =
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
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







−C +
K(t)

R(t)(1 − PD) + (R(t) + rtt)PDα
W (t), q > 0

max{0,−C +
K(t)

R(t)(1 − PD) + (R(t) + rtt)PDα
W (t)}, q = 0,

(10)

wherePD is congestion-independent loss probability in wireless part of the network, rtt is
time after which the wireless protocol is able to recover from an error with probabilityα.

We linearized eqs. (9) and (2) in the same way as eqs. (1) and (2) were linearized in
[4]. First we assume that the number of TCP sessions and link capacity areconstant, i.e.,
K(t) ≡ K andC(t) ≡ C. Taking (W, q) as the state andp as input, the operating point
(W0, q0, p0) is then defined byẆ = 0 andq̇ = 0.

To proceed with linearization of (1), we ignore the dependence of the time-delay argu-
mentt−R on queue-lengthq, and assume it fixed tot−R0. On the other hand, we retain the
dependence of round-trip time on queue length in the dynamic’s parameters.We have two
functions:

Ẇ (t) = f1

(

W (t), W (t − R(t) − τ), q(t), q(t − R(t) − τ), p(t − R(t) − τ)
)

= f1(W, WR+τ , q, qR+τ , pR+τ )

=
1 − PD

q/C + Tp
+

PDα

q/C + Tp + rtt
−

W

2

WR+τ

qR+τ/C + Tp
[pR+τ + PD(1 − α)]

q̇(t) = f2

(

q(t), W (t)
)

= f2(q, W )

Linearization of a functionf(x1, x2, . . . , xn) is done around a working point
(x1,0, x2,0, . . . , xn,0) for small changes of arguments

δf =
n

∑

i=1

∂f(x1, x2, . . . , xn)

∂xi

∣

∣

∣

∣

(x1=x1,0,x2=x2,0,...,xn=xn,0)
δxi

The working point is defined by the conditionf1(.) = f2(.) = 0, hence by relations

1 − PD

R0
+

PDα

R0 + rtt
−

W 2
0

2R0
[p0 + PD(1 − α)] = 0

and
−C +

KW0

R0(1 − PD) + (R0 + rtt)PDα
= 0
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Fig. 8. Block diagram for linearized TCP-DCR control

We obtain

δẆ =
∂f1

∂W
δW +

∂f1

∂WR+τ
δWR+τ +

∂f1

∂pR+τ
δpR+τ +

∂f1

∂q
δq +

∂f1

∂qR+τ
δqR+τ

δq̇ =
∂f2

∂W
δW +

∂f2

∂q
δq

Fig. 8 displays the block diagram of the control loop resulting from this linearization.

In numerical example below we assumed the following parameters: link capacityC =
12500 packets/s, number of connectionsK = 60; RED parameterspmax = 0.01, maxth =
200, minth = 100 w = 0.0001 at the working point loss probability due to congestion is
p0 = 0.05, the size of congestion widowW0 = 10, R0 = 0.05; other parameters such
as loss probability for wireless partPD, , τ , rtt, probability of successful retransmission in
wireless partα, are varied as indicated in figures. Figures 9 - 11 represent some exemplary
curvesG(jω) as a function of mentioned above parameters. Fig. 12 compares plots for two
versions od NCR protocol.

3. Conclusions

The presented model adapts the fluid-flow model of TCP/RED congestion control mech-
anism to the case when a network is composed of wired and wireless part. A DCR-TCP and
its successing two variants of NCR-TCP protocol are considered. Presented numerical ex-
amples illustrate the influence of several parameters of these protocols on the stability of
connections. Further systematic numerical investigations to determine stability areas are
needed.
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Abstract: In this paper a model of multistage packet processing system is defined in terms of the control
theory. Basing on the proposed model, problems of single and multistage packet scheduling are formulated.
Moreover, the problem of coordination of local control (scheduling) algorithms in the multistage scheduling
system is defined. Since formulated problems are NP-hard, optimal algorithms cannot be applied to real-time
traffic control. Instead, one can use on-line approaches, which approximate the optimal solution. Therefore,
we show how to adapt existing single stage scheduling algorithms to the on-line version of multistage packet
scheduling problem. Finally, we give some remarks concerning the application of artificial intelligence methods
to the considered problem. The discussion is followed by illustrative simulation example, which confirms the
efficiency of proposed solutions.

Keywords: Packet scheduling, traffic flow control, Quality of Service

1. Introduction

Providing quality of service (QoS) in computer communication packet-switched net-
works is strongly related to the problem of traffic flow control in the network node. Efficient
traffic flow control requires that the aggregated stream of packets incoming into the network
node is decomposed into separate traffic classes, which require different types of service
[6]. Depending on the traffic class there are different traffic parameters, that are taken into
account during the evaluation of the quality of service e.g.: jitter for voice transmission, de-
lay for real-time systems and packet loss ratio for data transfer. Additional issues of QoS
management include: traffic shaping, link sharing and fairness.

In this paper a new model of multistage packet processing system is proposed. Process-
ing of the incoming stream of packets consists of three stages (fig. 1). First, aggregated
stream of packets is divided into substreams (e.g. connections) and each substream is as-
signed for further processing to one of M parallel processors Om,m ∈ {1, ...,M} on second
stage. Finally, output of the second stage processing is aggregated again into single stream
and forwarded to the network by device OM+1.
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Fig. 1. Multistage packet scheduling system.

Even though there exist a number of models and algorithms for single stage packet pro-
cessing, the proposed approach has some advantages. First of all, parallel processing signif-
icantly increases systems throughput and reliability. Moreover, in such a system there is a
possibility to make use of specialized devices adapted to specific features of certain packet
substreams (traffic classes), and thus able to perform certain task better (faster, more accu-
rate) than universal devices.

In this paper, basing on the control theory, problems of single- and multistage packet
scheduling in the network node are defined. Since formulated problems are NP-hard, op-
timal algorithms cannot be applied to real-time traffic control. Instead, one can use on-line
approaches, which approximate the optimal solution. Therefore, we show how to adapt exist-
ing single stage scheduling algorithms to the on-line version of multistage packet scheduling
problem. Finally, we give some remarks concerning the application of artificial intelligence
methods to the considered problem.

2. Single stage packet scheduling

Generally, traffic flow control in the network node consist in scheduling packets from
different traffic classes. Let K be the number of traffic classes. Packets belonging to each
traffic class k, k ∈ {1, . . . ,K} flow into the node according to a certain probability distribu-
tion with the mean intensity λ(k) and wait for service in k-th queue (fig. 2).

Fig. 2. Single stage packet scheduling.

Moreover, each class k is characterized by priority p(k) and quality of service criterion
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q(k). Let p = [p(1), . . . , p(K)] and q = [q(1), . . . , q(K)] are vectors of priorities and QoS
criteria respectively.

The task of decision algorithm is to schedule packets from different classes (queues) such
that quality of service guaranties are satisfied, i.e. certain criterion Q(q, p) is minimized.

Foregoing packet scheduling system can be modelled as the input-output control plant
CP [3] (fig. 3).

Fig. 3. Model of the single stage packet scheduling system.

Let un = [u(1)
n . . . u

(K)
n ]T (where n is the number of control step) be the input (decision)

vector of the control plant, where u
(k)
n = 1 if the packet, which is going to be serviced belongs

to k-th class and u
(i)
n = 0 for i ∈ {1, . . . ,K}\{k}. Moreover, let intensities of each traffic

class are the disturbance zn = [λ(1)
n . . . λ

(K)
n ]T . Finally, let the vector of temporary values of

the quality of service criteria of each class is the output of the system yn = [q(1)
n . . . q

(K)
n ]T .

Since the state xn = [x(1)
n . . . x

(K)
n ]T of the control plant CP is precisely defined by lengths

of queues k, then control plant CP can be described by the following state equation{
xn+1 = xn − un + zn

yn = F (xn, un, zn)
(1)

where function F is (in general) unknown, however values of yn can be measured. The
quality of control (service) Qn is evaluated according to certain criterion function ϕ, and
Qn = ϕ(yn, p).

For such a system we formulate the following control (decision making) problem.
Problem 1 (P1):
Given: ϕ, F , p, x0, N

Find: The sequence of optimal decisions (u∗0, . . . , u∗N−1) such that quality criterion function∑N
n=1 Qn is minimized:

(u∗0, . . . , u∗N−1) = arg minu0,...,uN−1

N∑
n=1

Qn (2)

Since

Qn = ϕ(yn, p) = ϕ(F (xn, un, zn), p)=̂Φ(xn, un, zn, p) (3)
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then (2) reduces to

(u∗0, . . . , u∗N−1) = arg minu0,...,uN−1

N∑
n=1

Φ(xn, un, zn, p) (4)

There is possibility to find optimal solution of some special cases of problem P1 by
applying dynamic programming procedure, in general however, this problem belongs to the
class of NP-hard problems and it is highly unlikely to solve it in acceptable time. The prob-
lem becomes more complex as we note, that function F (and in consequence function Φ) is
unknown and disturbances zn (which are the intensities of traffic classes) are random. There-
fore, in practice, only heuristic on-line algorithms are applied, which approximate optimal
solution by minimizing the temporary quality of service criterion Qn.

Nowadays, there exist a number of efficient single stage packet scheduling algorithms.
The simplest are based on the Weighted Round Robin, e.g. WRR with adaptively changing
weights based on the reinforcement learning [10]. This approach belongs to the wider group
of algorithms - Class Based Queuing [5]. Next, in [11] author presents commonly used link
sharing algorithm Token Bucket and its hierarchical version Hierarchical Token Bucket. An-
other approach to traffic flow control are methods based on fairness principle (e.g.: Weighted
Fair Queuing [8], Worst-case Fair Weighted Fair Queuing [1], Hierarchical Packet Fair Queu-
ing [2]). Finally, a significant improvement in the quality of packet scheduling was achieved
after introducing new scheduling approach based on service curves (i.e.: Fair Service Curve
[7] and Hierarchical Fair Service Curve [9]).

3. Multistage packet scheduling

Consider the multistage packet scheduling system from figure 1, where each object Om,
m ∈ {1, . . . ,M + 1} has the structure as shown on figure 2.

Traffic incoming into the network node is divided into substreams (e.g. connections)
and directed for further processing by dispatcher O0. Next, parallel substreams are processed
separately on devices Om, m ∈ {1, . . . ,M} and finally merged into one output stream on
processor OM+1.

The task of such a system is to schedule packets in such a way, that certain global quality
of service criterion is minimized.

On figure 4 the multistage packet scheduling system as the input-output control system
is presented.

Let Xn = [x1,n . . . xM+1,n]T and Un = [u1,n . . . uM+1,n]T are respectively
state and decision vectors of devices Om, m ∈ {1, . . . ,M + 1} and Zn =
[z01,n . . . z0M,n z1M+1,n . . . zMM+1,n]T is the vector of disturbances. Outputs ym,n are vec-
tors of temporary values of local quality of service of each traffic class, and yn is the vector of
temporary values of quality of service of each class on the output of whole system. The global
quality of service Qn is calculated according to certain criterion function Qn = ϕ(yn, p).

The problem of packet scheduling in such a system can be formulated as follows.
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Fig. 4. Model of the multistage packet scheduling system.

Problem 2 (P2):
Given: ϕ, F , p, X0, N

Find: The sequence of optimal decisions (U∗
0, . . . , U∗

N−1) such that quality criterion function∑N
n=1 Qn is minimized:

(U∗
0, . . . , U∗

N−1) = arg min
U0,...,UN−1

N∑
n=1

Qn (5)

what after transformation analogical to (3) gives

(U∗
0, . . . , U∗

N−1) = arg min
U0,...,UN−1

N∑
n=1

Φ(Xn, Un, Zn, p) (6)

Note, that the difference between single- and multistage packet scheduling is that deci-
sions made on the second stage (parallel processing) influence the quality of service on the
third stage. In fact, single stage system from figure 2 is a part of the multistage system from
figure 1 and in consequence problem P1 is a subproblem of problem P2.

Obviously, for the same reasons as for the single stage case, determination of solution
(6) is not possible and one should apply on-line algorithms, which minimize the temporary
quality of service criterion Qn in successive control steps.

4. Improving the performance of the system

Since each of devices Om, m ∈ {1, . . . ,M + 1} can be treated as the single stage
scheduling system, it is possible to apply known packet scheduling strategies as the local
control algorithms in the multistage system. Note, however, that such an approach can yield
only locally optimal solutions, which in general are worse from global point of view. Only
for simple cases and special forms of criterion function it can be shown, that locally and
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globally optimal solutions are the same. On the other hand, calculating global solution may
be too complex (time-consuming) to be applied in real-time control systems.

In order to improve performance of the system an upper level control algorithm may
be used, which would coordinate [4] local scheduling algorithms Hm. The task of such a
coordinator would be to calculate new parameters of decision algorithms basing on measured
values of systems inputs, outputs and states. In such a case coordinator acts as an adaptator.
On figure 5 the proposed multistage packet processing system, which includes adaptation
(block A) is presented. Due to clarity reasons a substitute plants OZm (depicted on figure 6)
were introduced.

Fig. 5. Multistage packet scheduling with adaptation.

Fig. 6. Structure of substitute plants OZm.

Let l be the adaptation step number which lasts N basic control steps. Moreover, let
Cl = [cl·N−N+1 . . . cl·N ] be the matrix of systems parameters during the l-th adaptation step,
where vectors cn = [c1,n . . . cM+1,n]T describe system in n-th moment and n = l ·N −N +
1, . . . , l · N . Additionally, denote by al = [a1,l . . . aM+1,l]T the vector of new parameters of
local control (scheduling) algorithms Hm, m = 1, . . . ,M+1. The task of adaptation consists



231

in that for the sequence of measured systems parameters Cl one should find such a new vector
of control algorithm parameters al that minimizes the value of the global quality of service
criterion

∑l
n=l·N−N+1 Qn =

∑l
n=l·N−N+1 Θ(cn, al)=̂Θ̄N (Cl, al) during N control steps.

For such described system the following problem of adaptation (coordination) can be
formulated.
Problem 3 (P3):
Given: Θ, N , Cl

Find: The vector of optimal parameters a∗l such that quality criterion function∑l
n=l·N−N+1 Qn =

∑l
n=l·N−N+1 Θ(cn, al)=̂Θ̄N (Cl, al) is minimized:

a∗l = arg minal

Θ̄N (Cl, al) (7)

Unfortunately, function Θ, and what follows, function Θ̄ are not known. It is merely
possible to measure consecutive values of criterion Qn for varying parameters of the system.
Thus, analytical solution of the adaptation problem P3 cannot be found.

There are, however, another two approaches to handle that problem. In the first method
we assume certain function Qn = Θ(cn, al; b) and identify its parameters b during run of
the system, what allows us to solve problem (7) by applying the successive approximations
method:

al+1 = al − K · wl (8)

where
wl = ∇aΘ̄N (Cl, a; bl)|a=al

(9)

and bl is a vector of identified parameters of the assumed model Θ.
Such an approach, which treats whole system as the "black box" may sometimes yield

questionable results, because assumed model not always allows us to take into consideration
dynamics of the system. Therefore, the choice of the model Θ has a major impact on systems
performance.

Another approach, which is more accurate (and of course computationally more com-
plex) takes advantage of the fact, that even though the function Θ is not known, we have
the description of the system in the form of applied algorithms. Thus, information about the
temporary state of the system cn allows us to calculate the value of the criterion function
Qn = Θ(cn, a) for arbitrary values of parameters a by means of computer simulation S.

Qn = S(cn, a) (10)

In this case we can again apply the extremal control algorithm (8), but i-th component of
vector wl is calculated according to trial steps method

w
(i)
l =

S(cn, al − δi) − S(cn, al + δi)
2σi

(11)

where δi is a zero vector except the i-th component equal to σi (the trial step value).
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Provided we have a fast enough systems simulator, it is also possible to make use of
any of numerical optimization methods (including artificial intelligence - e.g.: reinforcement
learning, genetic algorithms) to calculate optimal values of parameters a∗l for a given systems
parameters Cl by use of the following algorithm

a∗l = arg mina SN (Cl, a). (12)

Finally, simulator of the system may be applied as the training algorithm for the expert
system ES, which would return optimal values of a∗l for sequentially measured systems
parameters Cl

a∗l = ES(Cl). (13)

In this case, simulator is the trainer, and the learning expert may be based on one of the
following approaches: knowledge base with a set of rules, neural network, or another ex-
pert with knowledge representation (e.g.: uncertain variables, fuzzy sets). Additionally, the
trained expert may validate and update its knowledge during the run of the system [3].

The crucial issue that must be taken into consideration during the process of design of
the adaptation system is the length of the adaptation step. It must be long enough to allow
the computationally complex adaptation algorithm to execute. On the other hand, if the step
is too long, systems conditions to which we are trying to adapt will change.

5. Simulation study

In order to show the difference between presented scheduling schemes a simple exper-
imental example is provided. In this example three scheduling algorithms are compared:
A1 - WRR, A2, A3 - WRR with adaptively changed weights. Algorithms A2 and A3 are
based on the reinforcement learning approach. In A3 weighs are changed according to lo-
cally measured value of the quality of service criterion (output ym,n for each algorithm Hm,
m = 1, . . . ,M + 1). Algorithm A2 uses additional information concerning the value of the
global quality of service criterion yn.

Presented algorithms were evaluated according to the criterion function defined as fol-
lows

Q = (
K∑

k=1

pk · Qk) · (
K∑

k=1

pk)−1 (14)

where pk is the k-th class priority and Qk is k-th class quality of service criterion defined as

Qk = (
T∑

t=0

max{0, Qt,k − Q∗
k}) · (

T∑
t=0

Qt,k)−1 (15)

where T is the evaluation time horizon and Q∗
k is k-th class QoS guarantee. Since Qk always

satisfies Qk ∈ (0, 1), such a function has a natural interpretation as the percentage of overall
QoS of traffic class k, that violated the quality of service guarantee Q∗

k.
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A1

A2

A3

Fig. 7. Quality criterion function versus traffic intensity graph for three examined algorithms.

Figure 7 presents the quality of service versus traffic intensity graph for three evalu-
ated algorithms. Simulation results confirmed that scheduling algorithms adapted basing on
global quality criterion yield much better performance than the ones adapted basing on local
criteria or not adapted at all.

6. Conclusions

In this paper a model of multistage packet scheduling system was introduced. Basing
on the model three scheduling problems were formulated. Since defined problems belong
to the class of NP-hard problems, exact algorithms cannot be applied in real-time systems.
Therefore, it was shown how to adapt existing single stage scheduling algorithms to achieve
high performance of the multistage packet processing system. Moreover, the discussion on
possible heuristic on-line solution algorithms (including artificial intelligence methods) is
provided. Finally, a simple simulation example, that justifies usefulness of proposed methods
is given.
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Abstract: 1 The goal of the paper is to present a decomposed approach to optimization of inter-domain
routing in IP networks. A problem of maximizing the total amount of traffic carried in an inter-domain network
is presented as a linear programme. Using Lagrangean relaxation the problem is decomposed with respect to
individual domains. A subgradient optimization method for resolution of the problem combined with recovering
of a near optimal primal solution is discussed, and its efficiency is compared with state of the art proximal bundle
algorithm implemented in [21].

1. Introduction

Each domain of the Internet acts as Autonomous System and does reveal only a very
limited information about its internal topology and implemented routing scheme to adjacent
domains by means of exterior gateway protocols (EGP) such as BGP (see [1] and the discus-
sion there). As analogous information it gathers from other domains is also fragmentary –
a domain has only partial knowledge of the overall network topology what prevents it from
making optimal (in a global sense) inter-domain routing decisions.

It seems that reaching a globally "optimal" traffic routing in the inherently decentral-
ized Internet environment requires implementation of a distributed, network-wide process of
routing optimization run in the control plane of the network. Some preliminary results on
distributed inter-domain routing optimization can be found for example in [2], [3], [4], [5]
and [6]. In [4] a generic multi-domain routing problem (consisting in optimization of band-
width reservation levels on inter-domain links for traffic flows identified by traffic classes and
traffic destinations) is formulated, and its possible decompositions are discussed. In [5] it is
shown how to decompose the problem with respect to individual domains using sub-gradient
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optimization based on Lagrangean relaxation. In [6] it is demonstrated how to resolve an
inter-domain routing optimization problem using a distributed process based on sub-gradient
optimization combined with recovering of near-optimal bandwidth reservation levels.

The paper is organized as follows. Section 2. reminds a formulation of the problem (as
stated in [4]). Section 3. discusses an application of subgradient optimization method with a
recovery of primal solution. Section 4. presents results of numerical experiments comparing
effectiveness of subgradient method discussed in section 3. and advanced, state of the art,
proximal bundle method (called ConicBundle 0.1) implemented in [21]. Eventually, Section
5. gives a short summary.

2. Problem formulation

Generally speaking, we consider a problem of maximizing the total amount of traffic
carried in a multi-domain network (see [4]). The considered model of the network consists
of a directed graph G = (V, E) with the set of nodes V and the set of directed links E
(E ⊆ V × V). For a set of nodes U ⊆ V we define the set δ+(U) of links outgoing from set
U , and the set δ−(U) of links incoming to set U . More precisely, δ+(U) = {e ∈ E : a(e) ∈
U ∧ b(e) /∈ U} and δ−(U) = {e ∈ E : b(e) ∈ U ∧a(e) /∈ U}, where a(e) and b(e) denote the
originating and terminating node, respectively, of link e ∈ E . Besides, we shall write δ±(v)
instead of δ±({v}), i.e., when U = {v} is a singleton.

M is the set of network domains. Each node v ∈ V belongs to exactly one domain
denoted by A(v). Hence, set V is partitioned into subsets Vm = {v ∈ V : A(v) = m},m ∈
M. For each domain m ∈ M, Em = {e ∈ E : a(e), b(e) ∈ Vm} is the set of intra-domain
links between the nodes in the same domain m. The set of all intra-domain links is denoted
by EI =

⋃
m∈M Em. Further, the set of all inter-domain links is denoted by EO, where

EO = {e ∈ E : A(a(e)) 6= A(b(e))} =
⋃

m∈M δ+(Vm) =
⋃

m∈M δ−(Vm). Clearly, the
set of intra-domain links is disjoint with the set of inter-domain links. Finally, the capacity
of link e ∈ E is denoted by ce and expressed in units of bandwidth, for example in Mb/s.

Set D represents traffic demands between pairs of nodes (not necessarily between all
pairs). The originating and terminating node of demand d ∈ D is denoted by s(d) and
t(d), respectively, and hd is the traffic volume of demand d, expressed in the same units
of bandwidth as capacity of links. Also, D(s, t) = {d ∈ D : s(d) = s ∧ t(d) = t}
denotes the set of all demands from node s ∈ D to node t ∈ D (note that there can be more
than one demand between a given pair on nodes). In the sequel, zd will denote the variable
specifying the percentage of volume hd actually handled in the network, i.e., zdhd is the
carried traffic of demand d. The set of all demands originating in domain m is denoted as
Dm = {d ∈ D : s(d) ∈ Vm}. The sets Dm = {d ∈ D : s(d) ∈ Vm}, m ∈ M, define a
partition of D.

Let xet denote a variable specifying the amount of aggregated bandwidth (called flow in
the sequel) reserved on intra-domain link e ∈ EI for the traffic destined for (a remote) node
t ∈ V . Then, for each inter-domain link e ∈ EO we introduce two flow variables: x+

et and x−et.
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Variable x+
et (respectively, x−et) denotes the amount of bandwidth reserved for traffic carried

on e and destined for t that is reserved by domain A(a(e)) (respectively, A(b(e))) at which
link e originates (respectively, terminates). Then for each domain m ∈ M we introduce the
following flow vectors:

• zm = (zd : d ∈ Dm)

• xm = (xet : e ∈ Em, t ∈ V)

• xm+ = (x+
et : e ∈ δ+(Vm), t ∈ V)

• xm− = (x−et : e ∈ δ−(Vm), t ∈ V)

• Xm = (zm,xm,xm+,xm−).

The basic conditions that have to be fulfilled in each domain m ∈ M are flow conservation
constraints ∑

e∈δ+(v)∩Em

xet +
∑

e∈δ+(v)\Em

x+
et

−
∑

e∈δ−(v)∩Em

xet −
∑

e∈δ−(v)\Em

x−et

=
∑

d∈D(v,t)

zdhd, t ∈ V, v ∈ Vm \ {t}

(1a)

and capacity constraints∑
t∈V

xet ≤ ce, e ∈ Em (1b)∑
t∈V

x+
et ≤ ce, e ∈ δ+(Vm) (1c)∑

t∈V
x−et ≤ ce, e ∈ δ−(Vm). (1d)

Let X m (m ∈ M) denote the set of all vectors Xm satisfying constraints (1) and, possibly,
certain extra domain-specific conditions. Such extra constraints can for example be implied
by requirements for the weight-based shortest-path intra-domain routing (see Chapter 7 in
[8]) or by QoS-type conditions such as zd ≥ 1, d ∈ Dm.

The routing optimization problem can now be stated as follows:

max F (z) =
∑

m∈M

∑
d∈Dm

zdhd (2a)

s.t. Xm ∈ X m, m ∈M (2b)

x+
et ≤ x−et, e ∈ EO, t ∈ V. (2c)

Certainly, objective functions different from (2a) can also be considered.
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Let λ = (λet : e ∈ EO, t ∈ V) be a vector of (non-negative) multipliers associated with
constraints (2c). As shown in [4], the Lagrangean function L(λ;X),λ ≥ 0,X = (Xm :
m ∈ M) ∈ X =

⊗
m∈MX m associated with problem (2) is of the following decomposed

form:

L(λ;X) =
∑

m∈M
Lm(λm;Xm). (3)

In (3), λm = (λet : e ∈ δ−(Vm) ∪ δ+(Vm), t ∈ V) is the sub-vector of λ composed of
the values λet for all inter-domain links e originating or terminating in domain m ∈ M, and
Lm(λm;Xm) denotes the partial Lagrangean corresponding to domain m ∈M equal to∑

d∈Dm

zdhd +
∑
t∈V

(
∑

e∈δ−(Vm)

λetx
−
et −

∑
e∈δ+(Vm)

λetx
+
et), (4)

where λm ≥ 0 and Xm ∈ X m .
The problem dual to (2) (see for example [9]) becomes as follows:

w∗ = minλ≥0 w(λ). (5)

The (non-empty) set of optimal solutions of problem (5) will be denoted by Λ∗. The dual
function w is defined as w(λ) =

∑
m∈Mwm(λm) and is computed through resolving sepa-

rate subproblems:

wm(λm) = maxXm∈X m Lm(λm;Xm), m ∈M. (6)

For any λ ≥ 0, X(λ) ∈ X will denote the so called maxi- mizer of the Lagrangean function
(3), i.e., any optimal solution of the Lagrange problem:

X(λ) = arg maxX∈X L(λ;X). (7)

Any maximizer X(λ) = (Xm(λm) : m ∈ M) is computed through solving independent
subproblems (6):

Xm(λm) = arg maxXm∈X m Lm(λm;Xm), m ∈M. (8)

In the sequel the quantity ∇w(λ) will denote a subgradient of the dual function w at point
λ. Subgradients are obtained as a by-product of the (distributed) computation of the values
of w(λ): if X(λ) is a maximizer of the Lagrangean function (3) for a given λ, then the
corresponding subgradient ∇w(λ) is as follows ([9]):

∇w(λ) = (x(λ)−et − x(λ)+et : e ∈ EO, t ∈ V). (9)
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3. Subgradient minimization and recovery of primal solution

The dual problem can be resolved using general subgradient minimization (SM) tech-
niques (see for example [10] and [11]), as explained in [4]. However, this is not sufficient
because as discussed in [5] an optimal dual solution λ∗ ∈ Λ∗ of problem (5) does not in
general yield an optimal (nor even feasible) primal solution X∗, i.e., an optimal solution of
problem (2). What we only know for sure is that any optimal λ∗ gives the optimal value F ∗

of the primal objective function (2a): F ∗ = w(λ∗) = w∗. We note here that although any
optimal primal solution X∗ is a maximizer for any λ∗ ∈ Λ∗, the converse is not true. In fact,
in general a maximizer X(λ∗) can be primal infeasible.

Still, SM can be combined with recovering a (near-) optimal primal solution X∗,
leading to a class of algorithms referred to as SM-PR (subgradient minimization—primal
recovery). The idea, due to [12], has been elaborated in [13], and more recently in [14], [15],
and [16]. In SM-PR algorithms an optimal primal solution is recovered from the sequence
of maximizers (X(λj) : j = 0, 1, . . . , k) of the Lagrangean function (3) computed for
the vectors of dual variables λj obtained in the consecutive steps j = 0, 1, . . . of the SM
process. The crux is that a convex combination

∑k
j=0 µj(k)X(λj) (with suitably chosen

µj(k) ≥ 0,
∑k

j=0 µj(k) = 1) can be made a tight approximation of an optimal primal
solution X∗ of (2). A general form of an SM-PR algorithm is as follows.

Step 0: Set initial λ0 and initial step-size γ0. Put X∗
0 = X(λ0) and set the iteration counter

k to 0.
Step 1: Put k := k + 1 and:
(a) determine step-size γk; λk := (λk−1 − γk∇w(λk−1))+
(b) determine coefficients µj(k); X∗

k :=
∑k

j=0 µj(k)X(λj).
Step 2: If the stopping criterion not satisfied go to Step 1.

In Step 1(a), vector (t1, t2, . . . , tN )+ denotes the projection vector
(max{t1, 0}, max{t2, 0}, . . . , max{tN , 0}), used for projecting the current point onto
the feasible region λ ≥ 0. The above algorithm will converge to a dual optimal solution
λ∗ = lim k→∞ λk, and a primal optimal solution X∗ = lim k→∞X∗

k, provided that the step-
size sequence (γk)k≥0 and the related sequence of coefficients (µj(k) : j = 0, 1, . . . , k)k≥0

are properly constructed.
There are several ways of constructing the sequences in question that can be found in

the literature. In [12] the step-size sequence is any sequence such that

∀k ≥ 0, γk > 0, lim
k→∞

γk = 0,

∞∑
k=0

γk = ∞, (10)

and the corresponding coefficients of the X∗-defining combinations are given by

∀k ≥ 0, µj(k) =
γj∑k

j=0 γj

, j = 0, 1, . . . , k. (11)



240

In [14] the step-sizes form a harmonic sequence

γk =
a

b + ck
, k = 1, 2, . . . (12)

(with appropriate constants a, c > 0 and b ≥ 0; for example a = c = 1, b = 0 implying
γk = 1

k ) which makes it possible to use coefficients µj(k) equal to each other:

∀k ≥ 0, µj(k) =
1

k + 1
, j = 0, 1, . . . , k. (13)

This gives a convenient formula for Step 1(b):

X∗
k :=

∑k
j=0 X(λj)

k + 1
. (14)

In [16] the step size is defined (following [17]) as

γk = η
w̃k−1 − ŵ

‖∇w(λk−1)‖2
, (15)

where 0 < η ≤ 2 is a fixed number, ‖·‖ is the Euclidean norm, w̃k−1 = min 0≤j≤k−1 w(λj),
and ŵ is a lower bound of the dual objective w∗. (Observe that ∇w(λk−1) = 0 means that
the optimum w∗ has been reached.) The corresponding coefficients µj(k) are defined by a
geometric-like series, i.e.,

µ0(k) = (1− α)k, µj(k) = α(1− α)k−j , j = 1, 2, . . . , k, (16)

where 0 < α < 1. This leads to the following convenient formula for Step 1(b):

X∗
k := αX(λk) + (1− α)X∗

k−1. (17)

Because of the third property in (10), the above SM-PR methods are sometimes called diver-
gent series methods. For a more rigid discussion on the divergent series methods the reader
is referred to [15].

It turns out that convergence of the divergent series SM-PR algorithms can be slow even
when applied to medium-size instances of (2). Certain improvement can be achieved when
using deflected subgradients in Step 1(a) (see Section 3 in [15]). Still, it seems that one of
the best available SM-PR methods are the so called proximal bundle methods, see [18], [19],
and [20]. Therefore, in our numerical results discussed in Section 4. we also used a SM-PR
algorithm of the proximal bundle type (called ConicBundle 0.1) implemented in [21] (for a
brief theoretical introduction see Section 5 in [22]).
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Fig. 1. Inter-domain network structures

4. Numerical experiments

Most of the networks used in our numerical experiments are of one from four inter-
domain connectivity types (a)-(d) depicted in Figure 1 (where circles represent domains, and
lines represent groups of links between the domains). For each type of connectivity three
variants are considered, with one, two, and three fully connected nodes in each domain. The
resulting network instances are referred to as "x_n", where x denotes one of the domain
connectivity types and n denotes the number of nodes in each domain.

We also studied two larger network examples: e_net depicted in Figure 1, and a 7-
domain network r_net with 40 nodes, 184 directed links and 1560 directed demands. In both
cases, adjacent nodes are connected by two oppositely directed arcs of the same capacity, and
a non-zero demand is assumed between each pair of nodes.

Below (in Tables 1 and 2), we present results for two SM-PR algorithms based on two
approaches discussed in Section 3. for simultaneous resolution of the dual problem (5) and
recovery of an optimal solution of the primal problem (2):

• SG: an algorithm based on the divergent series method

• CB: an algorithm using an advanced library for minimization of a piece-wise linear
function and aggregation of primal solutions implemented in [21].

.
In these two experiments we assumed the range (zd ≥ 1) for variables zd (see (2a)

and discussion after formula (1)). We investigated the overall quality of the primal solution
produced by the algorithms as well as how this quality depends on the accuracy assumed for
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the resolution of the dual problem. The accuracy of the dual solution is denoted by β = w̃
F ∗ ,

where F ∗ denotes the value of the optimal primal objective (computed directly by applying
the CPLEX solver to formulation (2)) and w̃ denotes the value of the dual solution (an upper
bound on F ∗).

LetDO = {d ∈ D : A(s(d)) 6= A(t(d))} be the set of all inter-domain demands, and let

h =
∑

d∈DO
hd

|DO| be the average volume of an inter-domain demand. Further, let Q = {(e, t) :
e ∈ EO, t ∈ V, x+

et > 0} be the set of all pairs (e, t) with non zero inter-domain reservation
level x+

et, and let R = {(e, t) ∈ Q, x+
et > x−et + εh} be the set of all pairs (e, t) with primal

infeasible reservation levels x+
et and x−et. The quantity ε is a small positive constant used

to take care of numerical inaccuracies (and, potentially, for intrinsic uncertainty of demand
volumes measurements). In our experiments, we assumed ε = 0.01.

The quality of a solution is described by parameters P , N [%], V [%] and T [s]. P is
equal to the objective value of the recovered primal solution divided by the known optimal
primal objective value F ∗, N = 100 |R||Q| denotes the percentage of pairs (e, t) that violate

constraint (2c), V = 100
∑

(e,t)∈R (x+
et−x−et)

h|R| is the relative mean value of the violation, and T

denotes the computation time.

In our implementation of the divergent series SM-PR algorithm step-sizes γk are com-
puted according to (15), and the coefficients µj(k) according to (16). As the lower bound
value ŵ we take the exact value w∗ = F ∗ computed directly for formulation (2). The al-
gorithm starts with the step-size modifier η = 2 and halves this value every time there has
not been sufficient improvement in the dual objective (in our case—one thousandth of the
optimal primal objective value) during consecutive 32 iterations. The convex combination
weights for the maximizers of the Lagrangean function are taken into account through (17).
The algorithm stops when the assumed accuracy β is reached, or the assumed maximum
number of iterations has been exceeded.

All the computations were performed on an Intel class computer with a 3.0 GHz
Pentium-4 processor and 1 GB of RAM. All linear subproblems were solved using CPLEX
10.1.

The first observation is that SG (cf. Table 1) performs rather poorly. Although in each
case the value of the primal objective for the recovered primal solution is pretty good, still
the percentage of violated inter-domain reservation levels N and the average magnitude of
this violation V are unacceptable. In most cases we were not able to obtain solutions for
small values of β (as the algorithm stops earlier). However, even in the cases when we could
achieve higher accuracy no significant improvement in terms of N and V was possible to
achieve. It is worth mentioning that achieving accuracy of β = 1.01 takes from 5 up to 10
times more computation time than it is required for accuracy β = 1.05.

The second observation is that CB (cf. Table 2) performs excellent, except for the case of
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β = 1.1 β = 1.05
P N V T P N V T

a_1 .88 32 31 11 .89 40 20 29
b_1 1.0 36 17 5 1.0 38 15 9
c_1 .88 40 6.6 23 .88 40 6.5 36
d_1 .86 23 25 14 .86 37 32 106
a_2 .98 37 51 180 .94 34 51 235
b_2 .99 35 37 154 1.0 48 33 300
c_2 .91 33 29 206 .87 50 23 571
d_2 .88 53 89 943 .82 39 23 1080
a_3 .95 48 61 1320 .96 39 88 1524
b_3 .96 53 59 1039 .96 42 77 1144
c_3 .95 45 58 702 .98 49 43 941
d_3 .95 41 34 675 .93 38 51 790

e_net .97 46 15 1094 .99 44 18 1548
r_net - - - - - -

Table 1. SG Numerical results for z ≥ 1

β = 1.1 β = 1.05
P N V T P N V T

a_1 .88 29 9.4 1 .88 16 4.8 2
b_1 1.0 24 30 1 1.0 30 13 1
c_1 .88 0.0 0.0 2 .90 0.0 0.0 3
d_1 .86 13 5.0 1 .86 0.0 0.0 2
a_2 .90 32 11 40 .91 31 6.0 72
b_2 .90 27 11 29 .90 19 4.7 45
c_2 .89 25 7.2 33 .89 3.3 1.6 77
d_2 .81 14 4.0 36 .81 5.8 3.1 58
a_3 .99 42 17 187 .99 42 11 270
b_3 1.0 41 23 202 .99 43 11 258
c_3 .99 42 28 196 .98 39 16 235
d_3 .96 40 16 121 .96 37 6.9 210

e_net .92 36 19 64 .94 36 9.8 121
r_net .99 46 29 7020 1.0 40 14 12000

Table 2. CB Numerical results for z ≥ 1
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the large network r_net, for which we could not obtain any solution in one of the experiments.
In each case, the recovered primal solution is near-optimal, the percentage P of violated inter-
domain reservation levels is moderate and, what is the most important, the scale of violation
V is very small. Basically, resolving the dual problem with accuracy β = 1.05 gives a good
quality primal solution in a reasonable time. As in the case of SG, increasing the required
accuracy to the level of β = 1.01 considerably increases (5-10 times) the computation time,
but in the case of CB the remaining quality parameters P,N, V are at the same time getting
significantly better.

We may conclude our observations saying that the CB algorithm is very promising both
in terms of acceptable quality of the recovered primal solutions and the computation time.

5. Concluding remarks

Because of a highly distributed nature of the today’s Internet, and because the operators are
not willing to disclose sensitive information concerning their domains, any process of inter-
domain traffic routing optimization must be distributed across the domains and based on
parameters exchanged between neighboring domains by means of EGP protocols.

In the paper we have presented a global multi-domain routing design problem (2) con-
sisting in optimization of bandwidth reservation levels on inter-domain links for traffic flows
identified by traffic classes and traffic destinations. We have shown how to decompose the
problem with respect to individual domains using Lagrangean relaxation, and demonstrated
how to resolve the problem using subgradient optimization combined with recovering of
near-optimal bandwidth reservation levels.

Despite some interesting initial trials (see [3], [2] for the two-domain case), an effective,
distributed optimization processes for inter-domain routing optimization is yet to be found.
We believe that the presented paper shows a realistic way towards defining such an imple-
mentable process. This would be an automatic process running in the control plane of the
network, continuously solving problem (2) in real time, and adapting to changing traffic and
link availability conditions. The whole process would be distributed across the set of net-
work domains; each domain would be responsible for optimizing its own routing, and for
computing the piece of inter-domain information it is responsible for. Only a limited co-
operation between domains would be needed; each domain would be required to exchange
with its neighbors the information specifying xm− and xm+ (and to agree on λm+), using
appropriate TE extensions of EGP protocols.

However, a fundamental issue is still to be solved: to what extent and how to synchronize
the sub-processes running in individual domains to make the global process scalable and
effective, both in terms of convergence, and the quality of bandwidth reservation levels with
respect to the true optimum. Defining such a network-wide distributed optimization process
will be a subject of future work.

Acknowledgment. The presented work was sponsored by Polish Ministry of Science and Higher
Education (grant 3 T11D 001 27).
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Abstract: In this paper we address the problem of link dimensioning in resilient networks allowing traffic
bifurcation in the nominal network state and restoration of each nominal flow on a single backup path. Considered
problem consists in the selection of path pairs: nominal/backup that can be used to satisfy given traffic demands,
so the cost of link capacities is the smallest. Assumed network failure model admits only link failures, that
in general case concern bundle of links. Failed links became into the state of temporary unavailability due to
the transmission break-down. Considered problem is formulated as a Linear Programming (LP) problem in the
link-path (L-P) notation of multi-commodity flow optimization. However, the L-P notation seems useful only
when effective column generation scheme is proposed. Thus, we discuss in the paper the applicability of this
method on the basis of the theory of duality of linear programming. Since the column generation is in this case
NP-complete, the paper presents two approaches of simplified efficient column generation and discuss usefulness
of these approaches against exact column generation demanding solving of a Mixed Integer Programming (MIP)
problem.

Keywords: : path generation, resilient routing optimization, link dimensioning, single backup protection

1. Introduction

Enormous and growing capacities of the transmission systems in nowadays telecommu-
nication networks, may drastically influence the network performance in case of the system
failure. Increasing aggregation level of the traffic flows makes them more and more sensitive
on the network failures. For this reason, transport network operators are interested in pro-
viding reliable services, that thanks to fast recovery mechanisms are able to survive network
failures. So, to provide reliable transport services, the transport network operator must fore-
see all failures that can appear in the network and accordingly to them design protection paths
that can absorb the traffic overflows from failed nominal paths. In this paper, we investigate
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(grant N N517 4395 33: "Efektywne metody projektowania tras kierowania ruchu najkrótsza̧ ścieżka̧ w sieci

Internet odpornej na awarie") and Warsaw University of Technology (grant: "Opracowanie modeli i algorytmów
optymalizacji sieci teletransmisyjnych z uwzglȩdnieniem protekcji zasobów").
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the link dimensioning of resilient routing demanding use of single backup paths to protect
nominal flows against any provisioned failure. Hence, the problem consists in searching for
a configuration of path pairs composed of nominal and dedicated backup paths, such that
cost of link capacities resulting from realization of the given traffic demands is the smallest.
Observe, that at least one of the paths creating a path pair must be always available, i.e., any
failure cannot touche both paths from the pair at the same time. If it is not so, the corre-
sponding demand would be not able to survive failures touching both paths from the pair.
Considered problem is well recognized in the literature and it was considered in a series of
research papers, i.e., [10], [1], [4], and [2].

In this paper we assume that although each nominal flow must be protected by a single
backup path, any traffic bifurcation on nominal paths is allowed. Thus, the problem can be
modelled in such a way that to each path pair there is assigned a flow variable and total
demand volume is realized by a configuration of such path pairs with assigned bandwidth
volumes. If a nominal path became unavailable appropriate traffic portion is transmitted
through backup path.

Transport network operator interested in solving the problem of link dimensioning in
resilient networks may consider use of optimization techniques. As far as the compact node-
link formulation of the considered problem has not been proposed, the general problem for-
mulation demands use of the L-P notation. However, this notation seems useful only in two
situations:

1. when all path pairs can be predefined,

2. when a path pair generation method, defined upon the column generation technique,
can be proposed.

Since, the first approach is not scalable with growing number of nodes, we focus on the sec-
ond method. Path generation is a technique evolving from the general column generation
technique, developed to effectively solve large-scale LP problems of special structures. This
technique is based on the generation of candidate paths during the problem solving. General
path generation framework can be described as follows. Having given traffic demands and
costs of the link capacities, we determine preliminary sets of the candidate path pairs, con-
taining at least one nominal path together with corresponding backup path for each demand.
Using defined sets of candidate path pairs we can formulate the LP problem in the L-P nota-
tion. Having the LP problem solved (using LP solvers like CPLEX, X-PRESS), we can get
the values of the dual Lagrangean multipliers related to the constraints of the LP problem.
On the basis of the duality theory of linear programming, we can conclude (from values of
these multipliers) if determined sets of candidate path pairs should be extended or not to
get the optimal flow distribution in the sense of minimal capacity cost. If a set of candidate
path pairs for a specific demand does not contain a pair that due to dual constraints may be
useful, so-called pricing problem is formulated and the required pair can be obtained as a
solution of this problem. The procedure consists in re-optimizing LP problem introducing
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new path pairs, generated by pricing problem, until no pair out of candidate lists satisfies dual
constraints and therefore the optimal solution is reached.

Application of the path generation technique allows to keep the lists of candidate path
pairs very short comparing to the sets of all possible pairs. Thanks to that, the correspond-
ing LP problem can be solved very efficiently. Still, the efficiency of the overall technique
depends on the efficiency of path pair generation methods (pricing problem.) In the case of
simple routing optimization problems (nominal state dimensioning), the generation may be
very efficient due to the possibility of solving a pricing problem using a dynamic program-
ming (shortest path algorithm.) Unfortunately, an efficient pair generation method was not
proposed yet, because of complex structure of the pricing problem in case of resilient routing
optimization. It appears that, generated nominal paths are conditional shortest paths depend-
ing on using selected backup paths. As you can easily see, generation of path pairs (nominal
and backup) is therefore not trivial even for the starting sets of candidate path pairs. Assum-
ing single link failures scenario such pairs may be generated as the shortest link-disjoint pairs
(see [3], [11], and [12]), but in the general case, the problem of pair generation is proved to
be NP-complete (see [8] and [4]). However, the pricing problem always can be formulated
as a MIP problem.

As it was mentioned, generation of path pairs is not trivial and in the general case is
NP-complete. For this reason, the application of the exact generation methods may seem
not efficient and sometimes it may be satisfactory to obtain just approximated solutions.
Therefore, in this paper we propose two heuristic methods of solving the considered problem.
Application of these methods makes the generation quite easy and allows to obtain good
quality solutions of the overall problem. Both discussed methods are based on the assumption
that nominal paths are not generated during the problem solving at all. Instead of that, they
are determined in preliminaries as solutions of the k-shortest path problem or as solution of
an approximation scheme proposed by Garg and Konemann in their work [7] on maximal
multi-commodity flows.

Throughout the paper we assume that the capacity of the nominal flows is separated from
the capacity used by the protection flows. There is a strong motivation for such assumption
following the practical aspects of network operations. Having reserved capacity for nominal
flows and even established connections, a network operator is able in fact to immediately
restore nominal path once a failure is removed. Such capacity model is described as no stub-
release, since it does not allow protection flows to use the nominal capacity that could be
released due to failing nominal paths.

The paper is organized as follows. In Section 2. formulate the problem as a mathematical
programming problem. Related pricing problem is discussed in Section 3.. Section 4. stress
details of the proposed nominal path generation schemes. The paper is summarized with the
discussion on numerical experiments (Section 5.) and conclusions (Section 6..
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2. Problem formulation

Let us denote a network graph by G(V, E), where V and E are sets of nodes and edges,
respectively. Failure network states are denoted by S and for each state s ∈ S, set Es is
defined as a set of links available in this state. Each traffic demand (d say) is represented by
a triple (a(d), b(d), hd) meaning starting node, terminating node, and the volume of demand
d. Given demands must be realized in any network failure state (set of failure states is
denoted by S) using nominal or backup flows. Flows of demand d can use only paths from
a set of candidate path pairs, denoted by Pd. Thus, we define continuous variables xp as
flows transmitted on nominal path p when available and on the corresponding backup path q,
otherwise. Nominal path availability in specific network state s is defined through value of
constant θps, i.e., nominal path belonging to pair p is working in state s if θps = 1. Path-link
incidence of nominal and backup paths are described through constants δep and δeq. In
according to no stub-release capacity model, the nominal capacity is separated from the
protection capacity. However, cost of a unit portion of capacities both types is the same and
denoted by ξe. Hence, we do use one variable ye to denote the demanded capacity of link e.
General problem of link dimensioning assumes minimization of capacity cost expressed as∑

e∈Eξeye. Using the introduced notation we can formulate the considered problem in the
L-P notation as follows.

objective function

minimize f(x,y) =
∑

e∈Eξeye (1a)

constraints ∑
p∈Pd

xp = hd d ∈ D (1b)∑
d∈D

∑
p∈Pd

(δep + δeq(1− θps))xp ≤ ye s ∈ S, e ∈ Es. (1c)

Note that the optimal solution of the above formulation is globally optimal if the lists of
the candidate path pairs contain all possible path pairs. In other case, whether the optimal
solution of the above formulation enabling limited candidate pair lists is also an optimal
solution of the formulation enabling all possible candidate pair lists, depends on defined path
pairs. The main idea behind using the path generation technique is to keep the lists as short as
possible while required path pairs are generated when needed. Path generation makes use of
properties following the duality theory of linear programming. In the next section we present
the dual of (1). On the basis of this dual we are able to formulate the pricing problem and
discuss its applicability.

3. Pricing problem

Let λd and πes be the dual multipliers assigned to constraints (1b) and (1c), respectively.
Using these multipliers we can formulate the dual of (1) as presented in the following.
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objective function

maximize g(λ,π) =
∑

d∈Dhdλd (2a)

constraints∑
s∈Sπes = ξe e ∈ E (2b)

λd ≤
∑

s∈S
∑

e∈Es
(δepπes + (1− θps)δeqπes) d ∈ D, p ∈ Pd. (2c)

Observe that the expression on the right hand side of constraint (2c) can be treated as gen-
eralized length of path pair p ∈ Pd. It consists of two components: length of the nominal
path

∑
s∈S

∑
e∈Es

δepπes calculated with respect to link weights
∑

s∈Sπes = ξe and length
of backup path

∑
s∈S

∑
e∈Es

(1 − θps)δeqπes calculated with respect to link weights πes ag-
gregated over those failure states for which the nominal path is not working. Assigning each
path pair from candidate list of demand d such generalized length, we conclude that due to
maximization of

∑
d∈Dhdλd, variable λd is equal to the shortest path pair length in accord-

ing to introduced generalized path pair length. Having given a path pair with generalized
length smaller than actual value of λd, current optimal value of the objective function can
be further increased through extension of the appropriate candidate list with the given path
pair. This observation is in fact fundamental property exploited by the path generation tech-
nique. Let (λ∗,π∗,µ∗) be the optimal solution of dual (2) obtained for limited path pair lists
P∗ = {P∗0 ,P∗1 , . . . ,P∗D}. Having given a path pair p0 of demand d such that the value of
expression

∑
e∈E

∑
e∈Es

δepπ
∗
es +

∑
s∈S

∑
e∈Es

(1 − θps)δeqπ
∗
es is smaller than λ∗d, i.e., with

generalized length shorter than generalized length of any path pair from demand d list, we
can reformulate the dual adding new row, corresponding to path pair p0. Thus, considering
solution (λ0,π∗,µ∗), where λ0 is equal to λ∗ on all positions except λ0

d = λ∗d − δ, that is
equal to the generalized length of path pair p0, the corresponding value of the objective func-
tion is equal to g0(λ0,π∗) =

∑
d∈Dhdλ

0
d that is smaller than original value of the objective

function g∗(λ∗,π∗). Since point (λ0,π∗) is obviously a feasible solution, the corresponding
value of the objective function is in fact a lower bound on the objective function value of the
modified problem. Although, the optimal value of the objective function may be bigger, it
cannot exceed value g∗, due to more constrained solution space. Basically, general conclu-
sion that follows from the above considerations is that introducing path pair p0 on candidate
path pair list we can decrease the optimal value of the dual objective function making its
value closer to the optimal value of the objective function of the primal problem with candi-
date list containing all path pairs. From the other hand, there is no guarantee that introduction
of path pair p0 with generalized length shorter than the corresponding value λ∗d does decrease
the optimal objective function value of the dual. However, it is still acceptable to extend the
candidate lists with reasonable number of non-improving path pair, if only the overall proce-
dure allows to obtain the optimal solution of the problem enabling all possible path pairs (but
without introducing them on the lists.)

Now let us proceed to the discussion on the problem of generating new path pairs. Hav-
ing given link weights π∗es, the pricing problem consists in determining a path pair such that
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the corresponding generalized path pair length is smaller than optimal value of λ∗d. Since, the
second component (related to the backup path length) of the expression determining gener-
alized path pair length, depends on failure states in which a nominal path is unavailable, the
pricing problem is not trivial. However, it can always be formulated as a MIP problem. Let
xe and ye denote the nominal and backup path incidences, respectively. Then, considering
demand d and dual multipliers (λ∗,π∗) the pricing problem can be stated as in the following.

objective function

minimize h(x,y,z) =
∑

e∈Eξexe +
∑

s∈S
∑

e∈Es
π∗eszes (3a)

constraints ∑
e∈δ+(v)xe −

∑
e∈δ−(v)xe = εvd v ∈ V (3b)∑

e∈δ+(v)ye −
∑

e∈δ−(v)ye = εvd v ∈ V (3c)

ye + xf ≤ 1 s ∈ S, e, f ∈ Es (3d)

zes ≥ ye − xe s ∈ S, e ∈ Es (3e)

zes ∈ [0, 1] s ∈ S, e ∈ Es (3f)

xe ∈ {0, 1} e ∈ E (3g)

ye ∈ {0, 1} e ∈ E . (3h)

Formulating the objective function in the above formulation, we used equality (1b) to sim-
plify expression determining generalized path pair length. Since the problem is formulated
in the N-L notation, not used as far as now, a short description of the formulation might be
desired. So, the formulation is based on flow conservation constraints for nominal (3b) and
backup (3c) paths. Both path realizations must be unique (unsplittable) and disjoint in ac-
cording to failure states. Thus, flows xe and ye are defined using binary variables and due to
constraints (3d) only one of them may be positive for any combination of links unavailable
due to one failure (especially, the paths must be link disjoint). Another formulation of this
problem can be found in [1]. Formulation proposed by the authors of [1] uses two big-M con-
straints in the place of potentially many constraints (3d). However, the presented formulation
uses much less binary variables.

Usefulness of the presented pricing problem formulation seems to be limited, because of
the high complexity. Hence, we consider approximated solutions based on predefinition of
the candidate nominal path sets. Having sets of the nominal paths defined, we can reduce the
pricing problem to simple enumeration of the nominal paths from the lists and determination
of the shortest backup path for each nominal path with respect to aggregated over states
πes. If the value of the generalized path pair length of such a path pair is smaller than value
of the corresponding λ∗, then the path pair should be introduced on an appropriate path
pair list. As numerical experiments, presented in Section 5., shows such approach seems
to be a reasonable approximation, often allowing to obtain the globally optimal solution of
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the considered problem. Still, the effectiveness of the proposed simplified problem heavily
depends on the definition of the nominal path sets. That is why in the sequel we focus on this
problem and propose two methods of solving it.

4. Nominal path precomputation

Due to assumed simplification of the pricing problem, an important aspect of solving the
considered dimensioning problem is to determine an initial set of good nominal candidate
paths. Having routing lists that contain good paths (sufficient for resolving the problem in
hand) the resolution process would be simplified a lot. It seems that a reasonable approach
for arriving at lists of paths which have a good chance to be sufficient for solving the problem
can be based two approaches: k-shortest path algorithm and approximation scheme presented
in [7]. In this section we stress these two propositions of predefinition of the nominal path
sets. Basically, both methods are iterative procedures built on the strength of a shortest path
algorithm. Hence, they are expected to be very efficient and scalable.

4.1. K-shortest path algorithm

The first proposed method of populating the nominal path lists is the application of a
k-shortest path algorithm with link weights equal to one. We believe that in the dimensioning
problem, good paths should be rather short with respect to the hop count measure. Hence,
using weights equal to one, we can construct the lists of potentially good nominal paths that
are likely to be used in the globally optimal solution. This conviction follows observation
that a situation when a nominal path must use relatively long path consuming a lot of link
capacity is quite rare. Since, the k-shortest path algorithms are satisfactorily recognized in the
literature we skip characterization of the algorithms solving this problem. For more details
see [13], [9], [6], and [5].

4.2. Approximation scheme

The second proposition of the method populating the nominal path lists is application of
Fully-Polynomial Approximation Scheme (FPTAS) approach proposed by Garg and Kone-
mann in their work [7]. The idea has been developed for a family of approximate algorithms
for solving a number of multi-commodity flow problems which are special cases of the lin-
ear packing problems. These are primal-dual algorithms which exploit a common general
idea of bridging the gap between primal and dual solutions by repeatedly allocating flows to
the shortest paths and modifying costs (weights) of links. Such algorithms can be used, for
example, to solve the problems of maximizing the total multi-commodity flow, the common
flow, the cost-bounded common flow, etc. The general scheme of all these algorithms is the
same and they are devised in a similar way.

In general, the considered problem is a capacitated multi-commodity flow problem in the
link-path formulation. It involves a vector of path flow variables x = (xp : d ∈ D, p ∈ Pd),
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an objective function f(x) to be maximized, and a set of link capacity constraints:∑
d∈D

∑
p∈Pd

δephdxp ≤ ce e ∈ E . (4)

The dual problem is a kind of link cost assignment problem. It involves dual variables πe

corresponding to the capacity constraints (4) of the primal problem. Let π = (πe ≥ 0 : e ∈
E) be the vector of these dual variables. The objective of the dual problem is to minimize
the dual objective function W (π) =

∑
e∈E ceπe, where ce is the capacity of link e. This is

subject to a constraint that for each demand the length of its shortest path is lower bounded
by a positive value which is related to the coefficients of the primal objective function.

Let λd(π) denote the length of the shortest path with respect to weights π on the
path list of demand d, i.e., λd(π) = minp∈Pd

{
∑

e∈E δepπe}. The dual problem is then
equivalent to finding a variable assignment π ≥ 0 such that W (π)

w(π) is minimized, where
w(π) =

∑
d∈Dλd(π).

The algorithm is iterative. At the start of the algorithm a uniform weight ∆ > 0 is
assigned to all links. Then, at each iteration, flows are assigned to shortest paths according
to some procedure which depends on the exact problem formulation, in particular on the
form of the objective function. Every time flow f > 0 is assigned to a link of capacity c,
the weight of that link is multiplied by 1 + εf/c, where ε is a carefully selected positive
constant. The iterations are performed as long as the weights of all links are less than 1.

Let xi and πi denote, respectively, the values of the primal path flow vari-
ables and the dual link weight variables at the start of iteration i. Let f i

e ≤ ce

be the amount of flow assigned to link e in iteration i. Then π1
e = ∆ and

πk
e = πk−1

e (1 + εfk−1
e /ce) = ∆

∏
i<k(1 + εf i

e/ce) for k > 1.

At the start of the algorithm the value of the dual objective function equals W (π1) =∑
e∈Ece∆, and the value of W at the start of iteration i > 1 can be expressed with the

following recursive formula:

W (πi) =
∑

e∈Eceπ
i
e =

∑
e∈Eceπ

i−1
e (1 + εf i−1

e /ce) = W (πi−1) + ε
∑

e∈Eπ
i−1
e f i−1

e . (5)

If the recurrence is resolved one gets:

W (πi) = W (π1) + ε
∑

k<i

∑
e∈Eπ

k
ef

k
e . (6)

The sum
∑

e∈Eπ
k
ef

k
e expresses the total dual cost of the flows allocated in iteration k. If in

each iteration the flows are assigned to the shortest paths of the demands, this sum can be
rewritten as

∑
d∈D

∑
p∈Pd

λd(πk)(xk+1
p − xk

p). Since the dual weights are non-decreasing,
we have that λd(πi) ≤ λd(πj) for i ≤ j, and:



255

∑
k<i

∑
e∈Eπ

k
ef

k
e =

∑
k<i

∑
d∈D

∑
p∈Pd

λd(πk)(xk+1
p − xk

p) ≤
∑

d∈D
∑

p∈Pd
λd(πi−1)xi

p.
(7)

Thus, finally, one gets:

W (πi) ≤ W (π1) + ε
∑

d∈D
∑

p∈Pd
λd(πi−1)xi

p. (8)

The link weight modification rule means that in practice the weight of a link can be
multiplied by at most 1 + ε in a single iteration. Thus, when the algorithm stops all weights
of links are less than 1+ ε, because before the last iteration they all are less than 1. If in each
iteration at least one link is assigned the flow equal to the link capacity (its weight is thus
multiplied by 1 + ε) the total number of iterations is at most E log1+ε

1+ε
∆ .

At the end of the algorithm the total amount of flow
∑

if
i
e on link e is not greater than

ce log1+ε
1+ε
∆ , because, due to the fact that f i

e/ce ≤ 1, the following relations hold:

∆(1 + ε)
∑

if
i
e/ce = ∆

∏
i

(1 + ε)f i
e/ce ≤ ∆

∏
i

(1 + εf i
e/ce) ≤ 1 + ε. (9)

It follows that if all flows are scaled down by log1+ε
1+ε
∆ one obtains a feasible multi-

commodity flow.

For each demand the paths that were used by the algorithm can be ordered with respect
to the total amount of flow they were assigned. This ordering can be viewed as a ranking of
usefulness of the generated paths. For each demand a set of paths with the highest ranking
can then be selected for the future use as an initial set of the candidate paths.

5. Numerical experiments

In our computational investigations we perform a series of performance tests of dis-
cussed methods. For this purpose we selected a set of 3 interesting network instances, ranging
in size from 5 to 20 nodes. The network topologies as well as traffic demands and capac-
ity costs were generated randomly. In our experiments we consider all single link failures.
Bundle link failures are left for now because experiments for such failure scenarios demand
careful preparation of the input network data. In fact to obtain realistic failure model it is
desired to consider at least two-layer network model.

To solve the MIP pricing problem we had programmed it using the Callable Library API
1.2 and then treated it with CPLEX 10.1. Thus, the MIP problem was resolved by means of
the CPLEX’s built-in B&C solver and the original problem of resilient routing optimization
was resolved by means of our own path generation framework combined with CPLEX’s LP
solver. Generation of the nominal paths were done once using a k-shortest path algorithm
based on the Dijkstra shortest path algorithm and second using the approximation scheme
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described in Section 4.2.. Since the assumed scenario demands that only backup paths are
generated in the path generation framework, the path pair generation reduces to iterative
invocation of a shortest path algorithm. In our case, the shortest paths are calculated using
the Floyd shortest path algorithm.

First performed experiment concern determination of satisfying number of the nominal
paths. In this experiment we ran the path generation framework procedure in a few scenarios
assuming the number of the nominal paths limited from one to ten. Experiment is performed
using three example networks: 5-node network donted by n5, 10-node network denoted by
n10, and 20-node network denoted by n20. The results of the experiment are presented in
Table 1.

Network # nominal paths objective function value # generated backup paths
n5 1 567.2 10
n5 2 567.2 10
n5 5 567.2 10
n5 10 567.2 10

n10 1 4184.25 13
n10 2 4180 14
n10 5 4180 14
n10 10 4180 14
n20 1 16523.5 30
n20 2 16520.1 40
n20 5 16516.9 31
n20 10 16516.9 34

Table 1. Objective function value in relation to the number of nominal paths

Observe that limiting the number of the nominal paths to the half of the number of nodes,
we are still able to obtain satisfying values of the objective function. Assuming in the sequel
that the number of nominal paths is limited to the half of the number of nodes, we performed
the second numerical experiment. In this test, we compare three approaches: exact pricing
(column "MIP pricing"), nominal paths predefinition on the basis of k-shortest path solution
(column "K-shortest"), and nominal paths predefinition on the basis of approximation scheme
(column "Approx"). We compare in fact two quantities: computation time and value of
objective function. Results of this experiment are gathered in Table 2. To name the network
instances we use the previously introduced notation.

MIP pricing K-shortest Approx
Network Time [sec.] Obj. value Time [sec.] Obj. value Time [sec.] Obj. value

n5 1 567.2 1 567.2 1 567.2
n10 29 4180 1 4180 1 4180
n20 2580 16516.9 739 16516.9 690 16516.9

Table 2. Comparison of two approximated path pair generation solutions with the exact method

As Table 2 shows, in all considered cases the obtained solutions are globally optimal (proved
by the exact pricing). Hence, the general conclusion is that it is a reasonable assumption to
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generate the nominal path sets in the preprocessing phase (i.e., using one of the proposed
scheme) and use exact generation of backup paths coupled with given nominal paths. We
believe that the chance to obtain the globally optimal solution using such a method is quite
high. It happens so because despite the nominal paths may be not the best but through careful
generation of appropriate backups we are still able to obtain the cheapest flow distribution
pattern.

6. Conclusions

Paper discuss the problem of link dimensioning in the resilient networks with protection
on single backup paths. The problem is formulated in the link-path notation and a path pair
generation method supporting this formulation are proposed. Since, the exact pricing prob-
lem may be inefficient in some network applications, we proposed two variants of nominal
path precomputation combined with path generation of backup paths for these nominal paths.

As numerical experiments, stressed in Section 5., shown solving the problem of link di-
mensioning in resilient networks with protection on single backup paths can be done quite ef-
ficiently on the basis of approach proposed in this paper. Numerical results obtained through
application of the simplified pricing problem are close to the optimal solution. Hence, the
proposed methods seems reasonable alternative for exact pricing problem demanding solving
of a MIP problem.

In the future work we would like to define a set of two-layer networks, so to test effi-
ciency of the presented methods for the case of multiple link failures. In the circle of our
interests remains also application of the exact algorithm solving the pricing problem on the
basis of label setting algorithm, proposed by Stidsen et al. in [1].
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1. Introduction 

 

In the late 90’s the Internet Engineering Task Force (IETF) formulated requirements 

for the traffic engineering in MPLS networks. The related document [1] identifies the 

most important methods necessary to implement efficient network management, 

including preemption. Being only a general guide, the document neither specifies how to 

implement it nor proposes any specific preemption method. However, since its 

publication, a number of papers have become available on different preemption methods. 

One of them has recently been accepted as an informational RFC [2]. 

The majority of authors proposes decentralized preemption methods, as they seem to 

suit better to decentralized Internet architecture and are easier to implement. There are 

also several centralized methods, developed to take advantage of broader view on the 

paths routed in the network. However, to the best knowledge of the authors, no 

comparison of these two approaches is available. Yet such information might be a 

valuable resource for anyone who plans to implement preemption in a specific network. 

The purpose of this paper is to give the reader a general view on the subject. 

The structure of the paper is as follows. First we explain, how preemption works and 

what the differences between centralized and decentralized approach are. We describe 
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their potential advantages and disadvantages. The third section is devoted to the 

simulation scenarios and metrics we used to evaluate the methods. We also included a 

short description of the selected methods. In the fourth section we present and discuss the 

results. Finally in conclusions we try to formulate basic rules for selecting preemption 

approach and directions for future works in this area. 

 

2. Preemption basics 
 

Preemption can be seen as an extension to a bandwidth-aware routing protocol, like 

the Constraint Shortest Path First (CSPF). Without preemption, when allocating a path of 

priority p with bandwidth b, only the links with free bandwidth of at least b are taken into 

consideration. With preemption, the free bandwidth on every link is increased by the 

bandwidth used by the paths of lower priority, i.e. numerically greater than p. 

Generally a preemption method begins with checking, on which links there is not 

enough free bandwidth and calculating how much of it is missing, to accommodate a new 

path. Than the preemption algorithm selects a set of candidates, i.e. paths which are to be 

preempted, with the priority lower than the new path. This process varies depending on 

the specific preemption method. The selected candidates are removed so as the route can 

have enough free bandwidth and the new path can be allocated. Finally the removed 

candidates are allocated again on alternative routes.  

In a centralized preemption procedure one dedicated device selects the candidates 

along the route. It uses the full information about the available paths including their 

location to choose the set of candidates with the lowest cost. This is not possible with a 

decentralized method, where the routers have information about the local paths only. In 

this case the candidates are selected using a goal function which minimizes the cost 

locally. As soon as the selection is made, the candidates are removed from the network. 

In case of a decentralized method the procedure is repeated on the next router, until there 

is enough free bandwidth along the whole route.  

Both attempts have advantages and disadvantages. If we consider the necessary effort 

to implement a method, it should usually be lower for a decentralized solution, as there is 

no need to store in one of the routers the whole path information. When we think about 

the performance, a centralized method might select the best set of candidates. However, 

to get better results, centralized methods need at least two links along the route, where the 

preemption is needed. In other words, it will not perform better if preemption will rarely 

be needed on more than one link along the route. Better results can possibly be achieved 

in complex networks, especially under high load. We will discuss later, in which cases 

centralized methods perform better. 

There is a number of metrics used to evaluate preemption methods, but two of them 

are most commonly used. The first one is the relocation count, defined as the number of 

paths which are selected for the candidates and removed. In real networks every 

preemption results in some traffic loss and therefore should be avoided when not 

necessary.  
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The second metric is the preempted bandwidth, calculated simply as the sum of 

bandwidths of the preempted paths. A modified metric is called the preempted network 

bandwidth, for which the bandwidth of every path is multiplied by its hop count. In the 

context of preempted bandwidth one can also say about the bandwidth wastage. This is 

the difference between the preempted network bandwidth and the bandwidth which is 

really needed. In the ideal situation there is no wastage – that is, the preempted bandwidth 

is equal to the needed bandwidth. However, in reality the bandwidth wastage is 

unavoidable, because usually there are no paths, which would free exactly the needed 

bandwidth. What can be done, it to minimize the unnecessarily preempted bandwidth. 

 

3. Simulation scenario 

 

The problem of selecting the lowest cost set of candidates is known to be NP. That 

makes the optimal solution infeasible to be performed online. Instead, heuristic 

preemption methods have been developed. We chose two of them for comparison: 

decentralized RFC method [2] and our own heuristic centralized method [3]. In the rest of 

the paper we use symbols “DEC” and “CEN”, respectively. These two methods were 

selected for they both are clearly defined and adjustable. For both methods we used two 

different goal functions: to minimize relocation count and to minimize the preempted 

bandwidth. For these variants we use symbols “REL” and “BW”, respectively. 

In the decentralized (DEC) method, every path l is assigned a cost H(l) and the 

available paths are sorted in increasing order. Paths with the same value of H(l) are 

ordered by the bandwidth b(l), in increasing order. The definition of H(l) is as follows: 

 ( ) ( )
( )

( )( ) ( )lbrlb
lb

lylH θχβα +−++=
21

, (1) 

where y(l)=8-p(l) is the priority function, p(l) is the priority of the path, r is the needed 

bandwidth, i.e. the difference between the requested bandwidth and free bandwidth on the 

corresponding link. The coefficients α, β, χ, and θ are input values to adjust the goal 

function. In our case the REL variant corresponds to α=χ=θ=0, and β=1, whereas the BW 

variant corresponds to α=β=χ=0, and θ=1. 

The centralized method (CEN) performs in the following way. For every path which 

follows any of the links where preemption is needed, three steps are done. First, if the 

path can be preempted, it is added to the list of candidates without any additional check. 

Second, the bandwidth of the path is added to the available bandwidth for every links it 

uses. Finally, the list of candidates is being checked against unnecessary paths. This is 

achieved by temporarily removing candidates one by one from the list and checking of 

how much has available bandwidth dropped. If there still remains enough bandwidth, the 

path is excluded form the list. Otherwise, it remains as the candidate and the next path is 

checked. The details about the method can be found in [3]. 

The CEN method is adjustable by setting the sorting method, what influences the 

order, in which the paths are removed from the list of candidates. For the REL variant, we 

sort paths by the bandwidth, in increasing order, so as the smaller paths are excluded first 

and lower number of paths remains on the list. For the BW variant, we perform the 
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sorting in decreasing order, what makes the bigger paths being excluded first and smaller 

paths remain as the candidates. Note that the sorting order is equivalent to the H(l) 

adjustment which we use for the DEC method. 

We compared the methods using the MPLSsim simulation program, which we 

developed entirely to simulate MPLS networks. For the purpose of preemption evaluation 

we used connection level simulations. 

To check the performance of the methods for different topologies, we chose several 

networks: 

1. Large random network. This is a random topology of 100 nodes, including 20 edge 

routers, created using the locality [4] variant of the Waxman topology generation 

method. The topology generator was programmed to create bidirectional connections 

with the following parameters: near probability of 0.3, far probability of 0 (zero) and 

distance multiplier of 0.2. The resulting network shown in Fig. 1 has the average 

connectivity index of 5.24 and the average hop count of 3.19 (calculated using the 

Shortest Path First algorithm). 

2. Ring topology. We chose a 12-nodes bidirectional ring as shown in Fig. 2. 

3. Mesh topology (unidirectional). The regular network consists of 24 nodes and is 

shown in Fig. 3. 

 

 
Fig. 1. Random topology used for simulation. White-filled nodes are the edge routers. 
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Fig. 2. Ring topology used for simulation. 

 

 

 

 

input nodes output nodes 

 
Fig. 3. Mesh topology used for simulation. 

 

Path allocation requests were generated at random time points with exponential 

distribution with an average value calculated from the adjustable parameter of “sources 

per second”. The egress and the ingress node were chosen randomly from the edge nodes. 

The request was assigned in the round-robin manner to one of three traffic classes, 

numbered 1, 2 and 3 with corresponding priority 1, 2 and 3. The lower number means 

higher priority, e.g. a path of priority 1 can preempt paths of priorities 2 and 3, but it can 

not be preempted by any other path. The bandwidth of the path was chosen randomly 

with exponential distribution of a given mean value. The parameters used in simulations 

are shown in Tab. 1. 

We compared the methods using the following metrics. 

1. Number ral of preempted paths per allocation. This is the average number of paths 

which are removed as a result of the new allocation, not including the reallocations, 
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i.e. paths allocated as the results of previous preemptions. The lower value we get 

here, the better the method is, because it keeps more existing paths from being 

removed. This is a modified relocation count metric, so we use the terms 

interchangeably in the rest of the paper.  

2. Sum sn of network bandwidth of preempted paths. The network bandwidth bn of a 

path is the bandwidth reserved for the path multiplied by the length (hop count) of the 

path. That is: 

 ∑
=

=
Kk

kkn lcs
..1

, (2) 

 

where K is the number of paths deleted during a single preemption, ck is the bandwidth 

allocated to k-th preempted path and lk is the length (hop count) of the path. The lower 

value of sn means less bandwidth removed to allocate new paths, what results in more 

economical bandwidth management. 

3. Combined quality metric q using both factors: the number of preempted paths and the 

preempted network bandwidth. The metric is defined as: 

 

 
n

n

br

d
q

⋅
= , (3) 

 

where dn is the bandwidth deficit along the route, calculated as the sum of differences 

between the bandwidth of new path and the free bandwidth on every link along the 

selected route; r is the relocation count, and bn is the network bandwidth removed. The 

metric is defined in the way that greater value of q means better method in the sense that 

small number of preempted paths is combined with low bandwidth wastage. 

 
Topology Avg. path bandwidth Sources per second 

Random 15 Mb/s 100 

Ring 4 Mb/s 100 

Mesh 2 Mb/s 100 

 

Tab. 1. Traffic generator parameters used in simulations 

 

4. Results 

 

In figures 4, 5 and 6 we present the results of ral, sn, and q, respectively. First we show 

results of the number of preemptions per allocation. The lower values here mean better 

results, i.e. fewer paths are preempted to get enough free bandwidth. From that 

perspective, we do not care about the potential bandwidth wastage. 

The results presented in Fig. 4 may seem surprising, as both DEC and CEN methods 

perform comparably well, provided that they are adjusted to the preemptions priority 

(REL variants). In fact the differences are within the period of confidence, whereas we 

could expect the centralized method to perform better. The explanation can easily be 
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found if we compare the traffic conditions with gains of centralized and decentralized 

methods discussed earlier. In the simulation scenario we selected, the mean number of 

links, on which the preemption was necessary, was only about 1.31. This limited the 

potential strength of the DEC method and gave the reason for similar results of the 

methods CEN and DEC.  

One more thing which we should point out to is the result of the DEC:BW method, 

where the relocation count value is about twice as high as the value of the other methods. 

As long as we remember that this method is optimized for minimizing the bandwidth 

wastage only, this may not be a problem. However, in comparison to other methods the 

relocation count might be too high in this case. In contrast, the relocation count for the 

method CEN:BW is not much higher than the results of both REL methods. This 

suggests, that it succeeds in offering the best trade-off between the number of 

preemptions and the preempted bandwidth.  
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Fig. 4. Number of preemptions per allocation; confidence level 0.95. 

 

The sum of preempted network bandwidth by means of different methods is shown in 

Fig. 5. For the sake of clearness we divided them into two separate graphs with different 

ranges of Y-axis. The lower value here implies better result, because less preempted 

bandwidth means less traffic to be disrupted. Moreover, minimizing the preempted 

bandwidth usually keeps bigger paths from being preempted. That in turn has another 

advantage, as reallocations of smaller paths are more likely to succeed, as less free 

bandwidth is needed on alternative routes and the paths can also be distributed among 

several paths.  

The results show that the CEN:BW method performs better than DEC:BW. The 

difference is evident, yet not very dramatic, with gain of about 10% for each topology. 

We can easily notice that for both methods there is strong influence of the selected variant 
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on the preempted bandwidth volume. The methods optimized for minimizing the 

preempted bandwidth perform much better, reducing the value of about 25%.  
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Fig. 5. Sum of preempted bandwidth; confidence level 0.95. 

 

We get quite interesting results for our combined quality metric, as shown in Fig. 6. 

Opposite to the previous metrics, a greater value means better performance. The goal of 

this measurement is to check how universal the method is, i.e. if it keeps both the number 

of preemptions and the preempted network bandwidth on a low level. Here the CEN:BW 

method is the unquestionable winner. This is because it performs best in minimizing 

preempted bandwidth while keeping the number of preempted paths not much greater 

than the methods optimized for that. The REL variants of the methods have similar results 
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to each other, but the centralized method performs slightly better. The DEC:BW method 

is the worst here, due to the large number of preempted paths. 
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Fig. 6. Combined quality metric; confidence level 0.95. 

 

We noted before, that the potential difference in performance between centralized and 

decentralized methods depend on the number of links, where the preemption is needed. If 

there is only one such link then the centralized method will be reduced to quasi-local 

method and will not show better performance. More precisely, there will be a possible 

difference caused by different heuristics the methods use.  

To check the traffic conditions of the simulations, we measured the number of links on 

which there was not enough bandwidth, that is – on which the preemption was requested. 

Indeed, the results included in Tab. 2 show that in most cases preemption was requested 

on one link only. This phenomenon makes a restriction for any centralized method, 

lowering the potential gain in preemption efficiency. However, like we shown before, in 

some cases the results show considerably better results achieved with centralized 

methods. 

 
Topology Route length Links with preemption 

Random 3.69 1.31 

Ring 3.38 1.30 

Mesh 5.00 1.17 

 
Tab. 2. Average route length and number of links where preemption was requested. 

 

5. Conclusions 
 

In this paper we present simulation results of centralized and decentralized preemption 

method. We show that the preempted bandwidth and the relocation count can vary greatly 
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depending on the method used for preemption. The results show that the biggest 

advantage of the centralized method in the CEN:BW variant is its capability to achieve 

the best trade-off between the relocation count and the preempted bandwidth. Also 

preempted bandwidth is significantly lower for the centralized method. However, both 

methods achieve similar results of the relocation count. We can end up with the 

conclusion that the centralized method will perform better when adjusting to minimize 

the preempted bandwidth, especially when the relocation count matters as well. If the 

relocation count is the only important quality factor, then both methods are comparable. 

The results show that the behavior of the methods is similar for every network 

topology we simulated. This is an important message, because it gives us the basis for the 

assumption, that the conclusions hold true for many other network topologies as well. 

We are going to continue the research in the area of preemption. Currently we 

consider implementing other known algorithms and make a broader performance 

comparison. There are also many factors which influence the preemption and still need to 

be analyzed, including unequal traffic distribution between priorities.  
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Abstract: The paper is concerned with a problem of rate allocation in the computer network in the case when 

some of parameters are unknown or their values are imprecise. The network utility maximization concept is used to 

treat the computer network as an input-output decision making plant and formulate rate allocation problem as an 

optimization problem. It is assumed that an expert can describe possible values of unknown network parameters. 

Then formalism of uncertain variables is applied and the knowledge of an expert is modelled with certainty 

distributions. For such assumption three decision-making problem formulations are given and the solution 

algorithms are elaborated. 
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1. Introduction 

 
Modern rate allocation algorithms are based on the network utility maximization 

concept which was introduced in [1]. Such algorithms were elaborated and studied for 

different computer network infrastructures – e.g. as well for wiring [2] as for wireless 

computer networks [3]. Two types of rate allocation algorithms can be indicated: online 

and offline. Online algorithms are implemented in distributed way and their goal is to 

react in a real-time manner for dynamically changing transmission demands and with 

partial (local) information about network (topology, state, etc.) available. Offline 

algorithms are considered centralized for fixed transmission demands (e.g. expected or 

mean) and for static network parameters. These algorithms are used for network planning, 

modeling, analyzing and as reference points for online algorithms [4]. In this paper, an 

offline rate allocation algorithms with QoS requirements and in the presence of 

unknown parameters are elaborated. 
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2. Network model 

 
In this paper the computer networks is treated as a set of direct links between 

neighbour network nodes. The path is a sequence of links used for a transmission. It is 

assumed that there is only one path available for each transmission demand. Let us 

introduce the following notation:  

L∈l  – index of link,  

R∈r  – index of transmission demand,  

RP ⊆  – a set of admitted transmission demands,  

rL  – a subset of links used by demand r  for the transmission,  

lR  – a subset of transmission demands using link l ,  

u  – vector of data rates for all transmission demands in the network.  

Every link is characterized by its bandwidth lU , which expresses maximal total 

amount of data that can be transmitted through the link l  in the unit time and there is no 

congestion. Let minu  and  maxu  be respectively a vector of  minimal and a vector of 

maximal data rates that must be allocated for transmission demands due to Quality of 

Service (QoS) requirements. In the network utility maximization framework it is assumed 

that users’ preferences related to each transmission demand are described with utility 

functions. We assume the utility for demand r as follows: 





<

≥
=

min,min,

min,

for);(

for);(

rrrr

rrrr

r
uuaug

uuauf
y  

where )( rr uf  is increasing, strictly concave and continuously differentiable function of 

ru  over the range 0≥ru , )( min,rr ug  is a penalty function for not admitting transmission 

demand and a  is a vector of parameters. The total utility ),;,( min auuQy  P=  for the 

whole network is composed of utility functions for all demands and can be given e.g. in 

the form of weightened sum of utility functions for all demands.  
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Fig. 1. The computer network as input-output decision-making plant 
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For such data we can treat the computer network as an input-output decision-

making plant as it is shown in Fig. 1 and the decision-making problem P1 can be 

formulated as an optimization problem (similarly to [5]): 

Given: R , L , rL  for R∈r , lR , lU  for L∈l , minu , maxu , a , ),,( min a;uuQ  P   

Find:  

),,(maxarg)( min
),(

a;uuQ,u
Du

**  PP
P ∈

=  

where 

)}.()0()(:,{( max,min, rrr
r

r
r

l

r

r
l

uuuuUuuD

l

≤≤∀∧=∀∧≤∀=
∈∈

∩∈
∈
∑

PP\R
PR

L
)P  

 

It can be easily  noticed that this problem can be treated as a mixed discrete–

continuous optimization problem and another formulation (P2), can be given:  

Given: R , L , rL  for R∈r , lR , lU  for L∈l , minu , maxu , a , ),,( min a;uuQ  P  

Find:  

)( **
,uP  such that )P *** (uu = ,  

where: 

 ),),((maxarg min
*

2
a;uuQ

*  PPP
RP∈

=  (1) 

and  

 ),,(maxarg)( min
)(

a;uuQu
uDu

*  PP
P∈

∆
=  (2) 

where 
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r
r

l

r

r
l
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So the problem P2 is now decomposed in two subproblems: discrete subproblem (1) – 

which refers to an admission control problem (AC), and continuous subproblem (2) – 

which refers to a rate allocation problem (RA) for elastic flow, which is widely studied 

and solutions of such deterministic problems are given e.g. in [6]. 

 

3. Uncertainty in the computer networks 

 
It must be taken into account that full knowledge on network parameters is usually 

unavailable due to network dynamics, size, complexity, etc. [7].  

Large number of nodes and links can be aggregated into a much smaller number of 

logical entities. However, as a result, information about the state of individual nodes and 
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links is often lost. Available bandwidth, associated with the aggregate node are typically 

obtained by “averaging” corresponding individual metrics. The main consequence of this 

loss of accurancy in network state information is that it now needs to be consider not only 

the amount of resources that are available, but also the level of certainty with which these 

resources are indeed available. [7] 

But even there is no aggregation of information, the node and link parameters cannot 

be assumed to be truly accurate. Typically, they are just approximations of the real 

parameters and values since they are based on elaborated models that cannot fully 

represent the complexity of the devices [8].  

Another source of uncertainty is existence of hidden information. Interconnected 

networks may include private networks that hide some or all of their information. 

Typically, such networks would advertise information that contains inaccuracies or 

advertise ranges for specific parameters. This information can be interpreted as 

probability distributions based on parameters supplied by these networks, or by prior 

experience [8]. 

Consequence of network dynamics is that many parameters are affected by temporal 

conditions, such as e.g. congestion. Rapidly advertising the current, updated, accurate 

parameters can be impractical when the network is highly dynamic and changes are 

frequent. This implies that parameters values might be based on e.g. average behavior or 

on worst-case behavior. The precise probability distributions associated with each value 

depends on a priori knowledge on the frequency of updates and the dynamics of the 

network [8]. Unlike in wireline networks where links are disjoint resources with fixed 

capacities, in ad hoc wireless networks the link capacities are “elastic” [9], [10]. 

Some of these imprecise information can be modeled with assumption that bandwidths 

( lU ) are unknown parameters. The most common approach is based on assumption that 

those parameters are random variables. However, not always probabilistic approach can 

be applied, especially when knowledge of imprecise parameters is based on expert’s 

knowledge or a priori assumption as it is proposed in [8]. Then other formalism for 

modeling uncertainty must be applied – e.g. fuzzy model [11]. In this paper, the 

formalism of uncertain variables [12], [13] is applied.  

 

4. Uncertain variables 

 

In the definition of the uncertain variable x  we consider two soft properties (i.e. such 

properties )(xϕ  that for the fixed x the logic value ]1,0[)]([ ∈xv ϕ ): “ xx ≅ ” which 

means “ x  is approximately equal to x ” or “ x  is the approximate value of x  ,” and 

xDx ∈~ ” which means “ x  approximately belongs to the set xD  ” or “the approximate 

value of x  belongs to xD ”. The uncertain variable x  is defined by a set of values X  

(real number vector space), the 

function )()( xxvxh ≅=  (i.e. the certainty index that xx ≅ , given by an expert) and 

the following definitions for XDDDx ⊆21 ,, : 
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The function )(xh  is called a certainty distribution (e.g. triangular certainty 

distribution is shown in Fig. 2). 

1

h

dx −*
dx +**x

x

 
Fig. 2 Triangular certainty distribution 

 

For the uncertain variable one can define a mean value )(xM  in a similar way as 

expected value for a random variable, in continuous case: 

 

 ∫=

X

dxxhxxM )()( , (3) 

where 

∫
=

X
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xh
xh

)(

)(
)(  

 

under the assumptions that respective integrals exist. 
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Let us consider a static plant with the input vector Uu ∈ and the output vector Yy ∈ , 

described by a function  );( xuFy =  where the vector of unknown parameters Xx ∈  is 

assumed to be a value of an uncertain variable described by the certainty distribution 

)(xh  given by an expert. For the requirement YDy y ⊂∈  given by a user, we can 

formulate the following decision problem: For the given F , )(xh  and yD  one should 

find the decision *
u  maximizing the certainty index that the set of possible outputs 

approximately belongs to yD  (i.e. belongs to yD  for an approximate value of x ). Then 

),(maxmaxarg]~[maxarg
)(

*
xhDyvu

uDxUu
y

Uu x∈∈∈
=∈=  where =)(uDx  }~:{ yDyXx ∈∈ . 

 

5. Non-deterministic problem formulations 

 
Because of the uncertainty, bandwidth constraints can be satisfied only in the soft 

way. It means that one can only determine certainty index of bandwidth constraints 

satisfying. In such a case, different approaches can be proposed and formulated which 

lead to different decision making problems (DMP). The first one (DMP1) consists in the 

determination of bandwidths using mean values as well as the optimization of the 

objective function due to QoS and bandwidth constraints imposed. Second possibility is 

an optimization of the objective function, so that bandwidth constraints are satisfied with 

certainty index not less than given by the user level *
v , is considered (DMP2). The third 

possibility of decision making problem (DMP3) is maximization certainty index that 

bandwidth constraints are approximately satisfied due to QoS constraints and providing 

the minimal acceptable value of objective function α  given by an user. All these 

approaches have common given data: R , L , rL  for R∈r , minu , maxu , a ,  

),,( min a;uuQ  P ,  lR , 
lUh  for L∈l . 

The DMP1 can be formulated as follows: 

Find:  
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uDMu
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where: 

 

)}()0())((:{))(( max,min, rrr
r

r
r

l

r

r
l

u uuuuUMuuDM

l

≤≤∀∧=∀∧≤∀=
∈∈

∩∈
∈
∑

PP\R
PR

L
P  

 



 275

and )( lUM  is a mean value of uncertain variable lU  defined by (3). Once )( lUM  is 

determined, DMP1 is analogical to P1 and the same algorithms can be applied for 

solution. 

For DMP2 certainty level *
v  must be given in addition, then the decision-making 

problem can be formulated as follows:  

Find:  

 

),,(maxmaxarg)( min
)(2

a;uuQ,u
uu

**  PP
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For DMP3 additionally α  value must be given, then the problem can be formulated as 

follows: 

Find: 
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6. Solution algorithms for non-deterministic problems (DMP2 and DMP3) 
 

Assume that for every lU  the certainty distributions are given in the form: 
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where: 
lUh  is the increasing function, 

lUh  is the decreasing function, and 

0)(
*

=−
ll UlU dUh , 1)()(

**
== lUlU UhUh

ll
, 0)(

*
=+

ll UlU dUh . The example of such 

function is triangular certainty distribution shown on Fig. 2. 
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6.1.  Solution algorithms for DMP2 

 

The DMP2 solution algorithm is as follows: 

Let 
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It is easy to notice that certainty index lv  is in the form of 
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Then (4) can be rewritten as: 
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For example for triangular certainty distributions, (5) has the form of 
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One can notice that there is no uncertainty in (5), only parameters characterizing 

expert’s knowledge, so solution methods as in deterministic case (P2) can be applied 

now. 

 
6.2.  Solution algorithms for DMP3 

 

The DMP3 can be also decomposed similarly to deterministic case (P2), which means 

that for every possible set P  one should find the rate allocation which maximizes the 
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certainty index: l
lDu

vαv
u

minmax);(
)(

*

P
P

∈

∆
=  (RA subproblem) and than one should find such 

set P  for which the solution of RA subproblem gives the greatest certainty index value. 

The solution algorithm of RA subproblem of DMP3 is the following:  

If there exists any rate allocation for which certainty index is equal 1, it is optimal 

solution of RA subproblem of DMP3, because the maximal value of certainty index 

cannot be greater than 1. To check this, one should determine if set 
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PP  is empty or not and it can be easily done by finding 

)(
*
DMP1

Pu  i.e., the optimal solution of RA subproblem of DMP1 (assuming *)( ll UUM = ) 

if it exists. If α≥),;),(( min
*
DMP1

auuQ PP  then )()(
*
DMP

*
DMP 13

PP uu =  is also an optimal 

solution of DMP3 and 1);(* =αv P . If )(ˆ PuD  is empty the maximal value of certainty 

index is less than 1. Then let ),(
*
DMP2

Pvu  be the optimal solution of RA subproblem of 

DMP2 depending of vDv ∈  and ),(),;),,(( *
DMPmin

*
DMP 22

PPP vQauvuQ
∆= , where 

)}(:)1,0[{
1

min, vhuvD
l

l

U

Rr

r
l

v

−

∈
∈

≤∀∈= ∑
L

 is a set of certainty thresholds for which the 

feasible solution exists. It can be shown that ),(
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7. Numerical example 

 
Let us consider a numerical example with the network utility function in the form of 

.),,( min,

)2()1(

min ∑∑
∈∈

−=
R/PrP

 P rr

r

rr uauaa;uuQ  Assume the network topology as in Fig. 3 

and the following numerical data: 3=R ,  1min, =ru  for 3,2,1=r ,  2)1(

2

)1(

1 == aa , 

3)1(

3 =a , 5.1)2( =ra  for 3,2,1=r  and triangular certainty distributions parameters 

8.1
*

1 =U , 1
1

=Ud , 8.1
*

2 =U , 1
2

=Ud , 2
*

3 =U , 1
3

=Ud . Let 9.0=v  and 7=α  be 

user requirement in DMP2 and DMP3 respectively. 

 

link 2

link 3

demand 1

demand 2

de
m

an
d 

3

link 1

 
Fig. 3 Example of the simple network topology 

 

The results for three introduced non-deterministic decision-making problems are as 

follows: 

DMP1: }3,2{=*P , 1,1,0
*

3

*

2

*

1 === uuu , 5.2)(*

DMP1
=PQ . 

DMP2: {2,3}=*P , 05.1,05.1,0
*

3

*

2

*

1 === uuu , 7.2)(*

DMP2
=PQ . 

DMP3: {1,2,3}=*P , 1,1,1
*

3

*

2

*

1 === uuu , 8.0* =v , 7)(*

DMP3
=PQ . 

All three non-deterministic decision-making problem formulations proposed in the 

paper can lead to different rate allocations. Differences in the problem formulations  

implies different possible application to the practical issues. DMP1 is the simplest to 

solve, but the least of expert’s knowledge is used. In the DMP2 we use expert’s 

knowledge of the unknown parameter more efficiently, but there must be certainty 

threshold specified additionally. In the DMP3 it is assumed that utility threshold α  must 

be given. It can be justified especially in offline algorithm when economic interpretation 

of utility can be given or α  may be determined by an expert.  

 



 279

 

8. Final remarks 

 

In this paper applying uncertain variables to the rate allocation problem in the 

computer network with unknown parameters was proposed. Three non-deterministic 

decision-making problems were formulated and the solution algorithms were given. The 

numerical example was presented and commented.  

The effective determining of P , a set of admitted transmission demands, as well as 

C-uncertain variables application for description of uncertainty are still worth 

considering. 
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Abstract: In this work we propose three multiplexed VoIP traffic models. The models take into account
burst and connection (session) scales. The models are based on Markov processes. The parameters of the
models are estimated from the measurements of VoIP conversation characteristic or are computed directly from
multiplexed VoIP traffic. We used the models to analyse the queuing behaviour of a multimedia gateway buffer.
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1. Introduction

The growth of communication based on Voice over IP protocol (VoIP) has been excep-
tional during recent years and is expected to continue in the future. Consequently, voice
packets produced during telephone conversations are to have considerable share in all voice
packets sent through networks. When certain amount of voice calls is performed simultane-
ously on a single link, the link needs to be shared between them, and a statistical multiplexing
of voice packets is necessary. The multiplexing process is usually performed by a multimedia
gateway which resides in a border between the traditional telecommunication network and
computer network transporting VoIP packets. The gateway performs time division multiplex-
ing (TDM), where periodically one user at time gains control of a full capacity of a link for a
short instance of time.

The ratio of the number of VBR sources that can be multiplexed on a fixed capacity
link under a specified delay or loss constraint to the number of sources that can be supported
on the basis of peak rate allocation is called statistical multiplexing gain (SMG). To deter-
mine and maximise the SMG, admission control rules are formulated that relate to traffic
characteristics, which flow into the buffer of multimedia gateway, the gateway performance
constraints and parameters. To formulate these rules a multiplexed traffic model is needed.
This topic is a main concern of our work.
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Fig. 1: Levels of traffic behaviour

Fig. 2: The correspondence between conversation levels and a packet generation by a voice
coder – the burst scale

Two different types of VoIP traffic behaviour are being modelled. In the first case the
behaviour concerns the use made of the telephony service by customers (in terms of how often
the service is used, and for how long) – the session (connection) scale. In the second case,
the focus is at the characteristic of telephony behaviour – the burst scale, Fig. ??. A VoIP
conversation, like traditional telephony conversation, can be considered an alternate process
during which one of interlocutors is speaking and the other one is listening. Moreover, the
speaking interlocutor often makes small gaps between spoken phrases, words and syllables.
The aforementioned characteristics of a conversation are used by a voice coder with voice
activity detector (VAD), which detects frames containing silence and suspends them from
further emission through packet network, Fig. ??

Multimedia gateway can be considered a kind of statistical multiplexer [?] thus it is
usually modelled as queuing systems with buffer space of size B, to which maximum of N
variable bitrate (VBR) sources are connected, served by a transmission link of fixed capacity
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Fig. 3: Multimedia gateway model

CL, Fig. ??

2. Theoretical background

Markov Modulated Process (MMP) is described by matrix Q = [qij ] (infinitesimal gen-
erator of Markov chain X(t)) where qij are transition coefficients, and matrix

R =


r1 0 . . . 0
0 r2 . . . 0

. . . . . . . . . . . .
0 0 . . . rS

 , (1)

where ri coefficients describe traffic intensity generated when Markov chain is in state i, i.e.
X(t) = i, Fig. ?? [?], chapter 4.

Fig. 4: Continuous time MMP
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(a) Connection interarrival times (b) Service duration

Fig. 5: Quantile-quantile plot for the distribution of the connection interarrivals times and
service times

3. Data acquisition and analysis

3.1. Connection level modelling

The data used in the analysis were derived from the main telephone exchange of the
Silesian University of Technology. It contained the record of about eighty thousand con-
nections recorded in December 2005 using traditional telephone lines. The record included
the beginning time of a connection and its duration time with one-second accuracy. Hav-
ing excluded the data from holidays and weekends, we analyzed the set generating between
10-14 o’clock, which was a homogenous arrival Poisson process not influenced by time de-
pendencies, Fig. ??. We also stated that connection duration times slightly diverge from an
exponential distribution, Fig. ??.

3.2. Burst level modelling

We studied the ON/OFF times distribution of voice streams produced by a G.711 coder
equipped with a VAD. With the use of Windows Sound Recorder we recorded one side of
several real phone conversations held using popular VoIP software. We connected two com-
puters equipped with OpenH323 library [?] with Ethernet cable. Previously recorded conver-
sations were played and encoded by voice coders. On the basis of the recorded timestamps
we calculated the ON/OFF time periods. The detailed analysis of G.711 coder showed that,
taking into account analytically traceable distributions, the ON/OFF periods are optimally
approximated by two- and three-stage hyperexponential distributions respectively (HP-2 and
HP-3), Fig. ??.
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(a) OFF times (b) ON times

Fig. 6: Quantile-quantile plot for the ON/OFF times adjusted to hyperexponential distribu-
tions

4. Proposed models

We propose three models, Model 1, Model 2 and Model 3, based on the Markov Chain.
The models act at two time scales – the connection and the burst one. The connection scale
describes conversations durations and their inter-arrival times. Connections are generated
according to the Poisson process with rate λc. Their durations are exponentially distributed
with a mean µ−1

c . Values for the above coefficients were obtained as results of analysis
presented in section ??

Number of VoIP source states, which the models are based on, is a compromise be-
tween models accuracy and their complexity. Model 1 is based on the two-state VoIP source,
Fig. ??. For each connection, number of flows forms a Markov birth-death process [?] and
the maximum flows number depends on the current number of connections. The transition
rates between flows are based on µb and λb constants and additionally depend on the number
of connections. The structure of Model 1 was presented on Fig. ??.

The base of Model 2 is the three-state VoIP source, presented on Fig. ??. Every state of
the model consists of the connections number, the number of sources being in OFF states and
the number of sources being in short OFF states. The transition rates between flows are based
on µb, λbl and λbs constants. Additionally, they also depend on the number of connections.
By β we denote the relative frequency of the long OFF states occurrence in the all OFF states.
The structure of Model 2 was presented on Fig. ??.

Values for the above burst scale coefficients were obtained as results of analysis pre-
sented in section ??

The total number of states in the above models is given by
∑N

i=0

(
i+j−1

i

)
, where N is

the number of multiplexed lines (VoIP sources) and j is the number of states in the elemen-
tary VoIP source. Hence, the first model is suitable for approximation of a few dozens of
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(a) Three-state (b) Two-state

Fig. 7: VoIP source model based on the Markov Chain

simultaneous connections. Because of combinatorial explosion of the number of states in
the second model, it is rather suitable for modelling of multiplexed traffic originating from a
smaller number of connections. Its advantage is better accuracy in comparison to Model 1.

Parameters of Model 3 are estimated from synthetically generated traffic trace (described
in section ??). The parameter estimation procedure we used was described in detail in [?],
where this method have been successfully applied for Internet traffic modelling. The model
does not explicitly take into consideration elementary VoIP sources presented on Fig. ??.
Model 3 is less susceptible for the combinatorial explosion of number of states hence it
can be used to approximate traffic from greater number of sources compared to Model 1 or
Model 2.

5. Models validation

We validated our models against synthetically generated traces, produced by G.711 voice
coder, which flow into multimedia gateway equipped in N input telephone lines (the maxi-
mum number of multiplexed VoIP sources). The data used in the validation was described in
section ??

In order to get heavier or lighter multiplexed VoIP traffic we manipulated the arrival rate.
However, Poisson property of the arrival process was maintained. We sent recorded conver-
sations through the network to the second computer where we measured the timestamps of
the voice packets using Ethereal software [?]. We obtained single binary time series, where
0-values corresponded to OFF periods and 1-values corresponded to ON periods. From these
values, for each starting connection, a set was randomly chosen. Its length equalled the
connection duration time. For the all active connections we were totalling up the values of
the sets in discrete periods obtaining the time series which represented the traffic intensity,
Fig. ??.

On the example figures ??–?? we presented evaluation of a mean, variation, autocorre-
lation, Hurst H parameter of traffic intensity approximated by the models and the simulation.
It is hard to compare each model with others, because the models are dedicated for different
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Fig. 8: Multiplexed VoIP traffic model based on the two-state VoIP source

values of N .

6. Multimedia gateway performance modelling

We used our models to analyse queuing behaviour of multimedia gateway buffer using
the fluids models theory. In these models, fluid flows into a fluid reservoir according to a
stochastic process. In our case, fluid buffer was either filled or depleted, or both, at rates
which are determined by a state of a background Markov process.

Let Y (t) denote the amount of fluid at time t in a reservoir. Furthermore, let (X(t), RX)
be a MMP. X(t) is said to evolve "in the background". The content of the reservoir Y (t) is
regulated in such a way that the net input rate into the reservoir (i.e. the rate of change of its
content) is ∆ri = ri − CL at times when X(t) is in state i. Hence we have:

dY (t)
dt

=

{
0 if Y (t) = 0 and ∆rX < 0,

∆rX(t).
(2)

The stability condition is given,
∑

i∈S πi∆ri < 0 , where πi is a stationary probability that
X(t) is in state i. When the stability condition is satisfied Y (t) converges in distribution as
t →∞. Hence, the stationary joint distribution of X(t) and Y (t) exists and is given by

Fi(y) = P [X = i, Y ≤ y], i ∈ S, y ≥ 0.
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Fig. 9: Multiplexed VoIP traffic model based on the three-state VoIP source
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Fig. 10: The generation process of simulated VoIP traces

(a) Average (b) Variance

Fig. 11: Comparison of average and variance of traffic intensity approximated by the models
and the simulation
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(a) Autocorrelation (b) Probability distribution function

Fig. 12: Comparison of autocorrelation and PDF of traffic intensity approximated by the
models and the simulation

(a) N=48 (b) N=96

Fig. 13: Comparison of Hurst parameter of traffic intensity approximated by the models and
the simulation
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It can be shown that the vector F(y) = [F1(y), . . . , Fn(y)]T satisfies the differential equation

F′(y)∆R = F(y)Q, (3)

where prime denotes differentiation. ∆R is a diagonal matrix ∆R = diag(∆r1, . . . ,∆rS),
Q is the generator of the Markov process X(t) of size S × S. By assuming that ∆R is
non-singular i.e. ∀i ∈ S ∆ri 6= 0 and the eigenvalues are simple, it follows that the solution
of (??) is given by

F(y) =
S∑

i=1

cie
ξiyvi, (4)

where the (ξ,v) are the eigenvalue-eigenvector pairs of the matrix Q∆R−1 and ci are con-
stants that can be determined by boundary conditions. Further details of the above method
can be found in [?], pages 13–14 and 30–31.

Fig. 14: Graphical interpretation of Markov fluid model

Probability of the buffer overflow can be estimated as [?]

PB ≈ P{Y > B} = 1− F (B), (5)

where B is size of the buffer. Example results of the gateway buffer analysis are presented
on Fig. ??. Variable M denotes relation between the gateway output link bandwidth CL and
a maximum traffic intensity Pmax generated by N sources, i.e. CL = M%Pmax.

7. Conclusion

In this paper we studied the multiplexed VoIP traffic models and the multimedia gateway
performance. We proposed two models, based on the continuous-time Markov Chain. The
models differ in their complexity and accuracy. Model 1 and Model 2 are more flexible but
also susceptible for the combinatorial explosion of the number of states. Model 3 is less
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(a) CDF of packets number (b) Buffer overflow

Fig. 15: Cumulative distribution of packets number in a multimedia gateway buffer and prob-
ability of the buffer overflow

accurate but allows for approximation of a greater number of VoIP sources. We showed
that the proposed models can approximate with fair accuracy multiplexed voice traffic by
computing and evaluating its first and second order statistics. We used the models to analyse
the queuing behaviour of multimedia gateway buffer with fair results.
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[2] Y. Hyun-Kyung and K. Byung-Ryong. A media stream processing of VoIP media gate-
way. In The 9th Asia-Pacific Conference on Communications, volume 1, pages 91–94,
2003.

[3] Ethereal Software Inc. Ethereal, a network protocol analyzer, 2005.

[4] A. Nogueira, P. Salvador, R. Valadas, and A. Pacheco. Fitting self-similar traffic by
a superposition of MMPPs modeling the distribution at multiple time scales. IEICE
Transactions on Communications, Vol. E87-B, No. 3:678–688, 2004.

[5] Z. Papir. Ruch telekomunikacyjny i przeciążenia sieci. WKiŁ, 2001.
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Abstract: Parallel simulation performance strongly depends from synchronisation method and model
parameters. Therefore synchronisation algorithms for specific model types should be developed. In the paper
parallel simulations, executed in OMNeT++ simulator along with INET extension for TCP/IP networks, were
showed, along with performance results. The concept of parallel event-driven simulator of computer networks
with non-zero rate of packet loss (e.g. wireless networks) was also shown in the paper.
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1. Introduction

Computer networks simulation is an important tool, essential for investigation of net-
work properties. It is used in order to confirm analytical traffic models, in research on new
technologies and protocols, and also in forecasting of phenomena occurring in networks, es-
pecially in large and non-typical topologies. Computer networks simulators are based on
discrete events simulation technique. They can be evaluated from the point of view of sim-
ulation quality, amount and accuracy of library models, and also simulation performance.
Simulation experiments, in spite of continuous increase of processors performance, are still
time-consuming. One of directions of simulation technique development is looking for new
more effective simulation methods, allowing shortening of simulation duration.

The OMNeT++ event-driven simulator ([11]) is used in IITiS PAN as the basic tool in
networks simulation research. Its main advantages are simple process of simulation mod-
els creation, convenient interface and rich libraries. Specifically INET package ([5]), which
is also widely used for Internet simulations, defines a lot of protocols used in Internet net-
works. Beyond TCP and IP there is UDP, Ethernet, PPP and MPLS with LDP and RSVP-TE
signalling.

∗ Supported by MNiSW grant no. N517 025 31/2997



294

2. Parallel simulation

The event-driven simulation is easy parallelisable. In such a simulation every event is
described by a simple data structure. There are no fundamental hardness with construction of
parallel discrete events simulator (PDES), sending these structures over the network([3, 8]).
Notwithstanding, there are some issues to solve.

Main problem is synchronisation. In parallel simulation every local process (LP) stores
its own simulation clock, and its own event list, which is processed independently of other
LP’s. It can happen, that LP receives message about event occurring in time lesser than
current simulation clock value (straggler message). Attempt to process such a message would
be break of causality constraints and would lead to erroneous simulation. To prevent such a
situation, synchronisation algorithms were worked out.

Conservative synchronisation algorithms, like Null Messages ([1, 2]) prevent LP to
progress with simulation clock unless it is sure it would not receive straggler message. Con-
servative methods are simple to implement, but they have low performance, as lot of time is
consumed for exchanging synchronisation messages (called Null Messages) among LP’s.

Time Warp synchronisation algorithm ([6, 7]) is basic algorithm in group of optimistic
synchronisation methods. LP does not wait for other nodes to synchronise. In the case
of receiving straggler message, simulation state and clock are rolled back to the state from
before message time stamp. Rolling back a simulation on single LP usually leads to roll-
backs also on other nodes. Optimistic algorithms work in general with better performance
than conservative ones, but they require a lot of memory for remembering past simulation
states, and simulation roll-backs are time-costly.

OMNeT++ simulator includes support for parallel simulation. It allows LP’s to commu-
nicate in several ways (basic methods are Named Pipes for shared memory multiprocessors
and MPI for distributed systems). Synchronisation is accomplished with Null Messages.

INET library is very useful in simulation of TCP/IP networks, but it was not prepared
with parallel simulation in mind. Presented work embraced preparation of INET version
adapted in limited way to use in parallel simulation.

3. Further work motivation

Simulation tasks often require a lot of computing power, what involves their long dura-
tion. In necessity of carrying out lots of time-consuming simulation research, time of their
execution becomes particularly significant.

Simulation acceleration can be achieved by simultaneous use of many processors. Also
in the case of simulation of big network topologies, embracing thousands of nodes, paral-
lel use of many computers could be profitable, as it allows to hold entire model in primary
storage, avoiding use of swap files. From the other side, multi-processor computers (includ-
ing multi-cores processors) and computing clusters are still more available. This motivates
further work on parallel simulation methods. As shown below, there is still big demand for



295

efficient simulators, especially addressing specific problems of wireless mobile networks.

4. Synchronisation

As shown in section 4., main difficulty with improving simulation performance is ne-
cessity of synchronisation. Known methods are either slow due to communication demands
or not effective due to memory requirements. A few experiments, showing influence of syn-
chronisation mechanisms on parallel simulation performance were conducted.

For simulation experiments we used network topology as shown on Fig. 1. Properties of
this network, were examined in research on traffic self-similarity ([10]). Network consists of
two segments, each containing ten hosts and router. Routers are connected with PPP link of
capacity 1,5 Mb/s. Every host can be server or client. Hosts and servers communicate with
TCP protocol. Clients require answers of given size and server responds on these requisitions.

Fig. 1. Simulated network topology

Two variants of topology, with the same physical scheme were used in experiments:

A: All host in segment 1 are clients, directing their requests to servers in segment B. All
traffic passes through PPP link, which is bottle-neck of the network, as it shares 10
TCP connections.

B: In every segment 5 hosts are clients and remaining 5 are hosts. 3 TCP connections are
directed from clients to servers in the same segment, remaining 2 – to another segment.
PPP link between router is shared by 4 TCP connections.
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In parallel simulation each segment was simulated by another logical process. Experi-
ments were conducted with OMNeT++/INET on following hardware configurations:

• PC1 – single workstation with single-core AMD Sempron 3400 processor, 512 MB
RAM, Windows XP

• PC2 – single workstation with dual-core processor Intel Core2, 3GHz, Windows Vista

• PC3 – two virtual machines, each running Linux Fedora and OpenMPI, hosted on
Windows workstations.

For results comparison simulations were conducted in parallel and serial version. In
serial simulation entire network was modelled by single simulation process, in parallel one
segment A and segment B were placed in different LP’s.

In shared memory configuration running under control of MS Windows (PC2), Named
Pipes were used as communication layer. In PC3 LP’s communicated with each other with
OpenMPI. The experiments parameter was link delay on PPP connection. In Null Messages
algorithm used in OMNeT the bigger is delay, the more seldom are synchronisation messages
and lesser influence of synchronisation on simulation performance. Performance (measured
in simulation seconds per minute of wall-clock time) appeared very sensitive for changes of
this value.

The dependence between simulated time elapsed during 60 s processor time and link de-
lay is shown on Fig. 2. Simulation speed is the reciprocal of simulation time elapsed during
given physical (wall-clock) time. Simulations were performed in serial and parallel configu-
ration. Fig. 3 illustrates acceleration, defined as proportion of simulation time achieved for
serial and parallel simulation, or between parallel and serial simulation speed. Result close
to 2 means almost linear acceleration achieved on two processors (cores).

Results can be summarised as follows:

1. For PC2 configuration with dual-core processor for big enough Link Delay value
(> 0, 4) parallel simulation acceleration is better than 1 (parallel simulation is faster
than serial). For low Link Delay values influence of Null Messages is too high to
achieve any speed-up, but for bigger ones trends asymptotically to 2. Necessity of syn-
chronisation causes the speed-up never to reach 2, what is typical in parallel execution
of various algorithms.

2. For single-core computer (PC1 configuration) parallel simulation gives no accelera-
tion, what is obvious, because two simulation processes run in time-sharing. Pseudo-
parallel simulation is slower due to synchronisation necessity.

3. Simulation of topology in version B allows better acceleration to achieve, compared to
topology version A. In B configuration the communication process is limited compar-
ing to A, less messages are exchanged and processes work more independently.

4. Irrespective the configuration is parallel or serial, increasing Link Delay gives better
simulation efficiency, visible as better simulation time achieved. This arises from the
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Fig. 2. Dependence between simulation time elapsed and link delay for various configurations

fact, that greater delay effects in less number of messages (segments, packets, frames)
per simulation time unit.

Experiments for configuration PC3 (two PC’s communicating over MPI) were also per-
formed. However, the results were not reliable, as the participating computers were in fact
virtual machines running on host computers. This caused processor power available for sim-
ulation process were inconstant and MPI communication delays were big. Experience gained
with parallel simulation running with MPI communication will be exploited on cluster ma-
chine. Qualitatively, results achieved on PC3 were similar to those on PC2.

5. Progress direction – synchronisation algorithms for specific simulation types

As general synchronisation algorithms do not fulfil pinned hopes for significant increase
of simulation performance thanks to use of parallel working processors, it seems necessary
to look for methods suitable for chosen class of problems. It is typical for parallel processing
problems, that no general solution is good enough, and specific problems require specific
solutions.
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Fig. 3. Simulation acceleration depending of link delay in various configurations

5.1. Synchronisation of networks with packet loss

If there was no synchronisation method introduced, LP’s would be enforced to drop
straggler messages informing on events happened in the past (from the point of view of lo-
cal simulation time clock). Message dropping would yet lead to simulation errors, as some
events would be left without any consequences. In network simulations messages mainly re-
port network packet arrivals. In the case of simulation of a network with packet loss (it refers
especially to wireless network, susceptible on electromagnetic noises), loss of some pack-
ets is included in the model. Straggler message could be considered as message reporting
damaged packet, which content the receiver is unable to read. It is obvious, that mechanisms
regulating speed of simulation on particular nodes must be introduced, as the rate of erro-
neous packets must be possible to set by user. Open problem remains, whether statistical
characteristics of a stream of such a packets will be similar enough to real packets streams to
consider the simulation results as correct. Described technique, currently worked out by the
authors, gives yet hope to elaborate simplified algorithm, possible to use in models with not
only non-zero link delays (what is conditio sin equa non of every parallel simulation), but
also with non-zero rate of damaged packets.

5.2. Another mobile wireless networks simulation problems

There is a number of problems specific to wireless networks simulation, for which effi-
cient methods of simulation should be found. Below, most important ones are shortly char-
acterised.

Perhaps the single most difficult and computationally challenging aspect to wireless net-
work simulation is the calculation of the electromagnetic signal strength at a receiver. This
signal strength is a function of many variables, including the transmitter power, transmitter
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antenna gain factor, receiver antenna gain factor, antenna orientations, terrain obstructions,
weather, and ambient electromagnetic interference, just to name a few. Computing signal
strength is essential for determining the mobile station will be able to receive the packet or
not.

In a wired network environment, the set of directly connected neighbours for a given
node is typically constant. However, in wireless environments, nodes almost always are able
to move. The simulation environment must take into account station movements and ensure
that the simulation produces traffic in a realistic way based on the position of all nodes at any
time.

A common model for mobility is the simple random waypoint model. In this model, each
node randomly chooses an alternate location (called a waypoint) on the geographic region
being modelled, and a random velocity. The node is then assumed to move in a straight line
from the current location to the new alternate location at the chosen constant speed. When
arriving at the new location, the node chooses a random pause time and remains stationary
for that amount of time. There exists also variations on the model, like specific waypoint
model and the Manhattan model. ([4])

The effects of mobility, specifically the changing neighbour set for packet transmissions,
can be significant for simulation efficiency. For any wireless transmission, any other node in
range of the transmitter must be informed of the transmission. In order to be sure that every
possible neighbour is informed, the path loss calculations must be performed for every other
node in the simulation, to determine if that node is able to receive the signal. Even though
at time t a given node k may be unable to detect a transmission from node n, there is no
guarantee that this is also true at time t+∆t, since both nodes k and n may have moved during
the ∆t interval. Thus the overall computational complexity of each packet transmission can
be as high as O(N2), where N is the total number of nodes in the simulation. ([4])

Also ad hoc routing algorithms, necessary in networks consisting of mobile devices
with relatively limited transmission range, can be considerable for both for real networks
and for simulators. A showed in [12], in very large networks (50,000 nodes) there can be as
many as 500 control packets for every data packet. Clearly, such overhead is a significant
computational burden on both the simulator and the actual deployed network. Additionally,
the memory requirements for storing routing information in simulator can be O(N2), where
N is the number of nodes in the network.

6. Remarks and conclusions

The results presented are only preliminary effects of work over efficient distributed sim-
ulator of TCP/IP wireless networks working in cluster environment. However, it is already
clear, that for some configuration and parameters use of parallel simulation will be profitable
in categories of simulation speed. One can observe it yet on popular dual-core systems. It
requires some effort to adapt simulation to parallel system requirements, however for ap-
propriate simulation environment changes will be minor and limited to assigning model to
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separate processes (this process can also be automated or at least automatically optimised as
shown in [9]).

In succeeding work, except of further adapting OMNeT/INET for work in distributed
environments, implementation of new synchronisation algorithm for networks with packed
loss is planned. Such an approach limits the set of models which can be simulated, but more
efficient simulation is expected.

As it is shown in section 5.2., for effectively exploit problems of wireless network sim-
ulation, much research and development is required. Effective solutions for mobile networks
should be found and simulation is basic tool to do the research. Therefore, preparing effec-
tive and reliable wireless network simulators seems to be nowadays very important task. In
IITiS PAN an acquisition of computing cluster with ca. 80 cores is foreseen for the end of
this year. It shall be the base for future research on parallel processing problems, especially
parallel simulations.
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Abstract: Several modern communication protocols used in networked control and monitoring applications 

employ combination of XML and SOAP standards, which in turn use the HTTP protocol to provide the actual 

network communication services. Consequently, we postulate that analysis of the network related performance 

issues in such applications can be reduced to the performance analysis of the underlying HTTP protocol operating in 

those environments. In this paper we present a model of a networked control system based on the UPnP 

communication standard (which is built on top of SOAP, XML and HTTP) together with an efficient algorithm for 

the analytical examination of that model.  
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1. Introduction 

 
The rapid growth of the Internet created new opportunities for network-based Automation, 

Control and Monitoring systems. Attracted by the broad range of open standards and 

protocols (TCP/IP, HTTP, XML. SOAP) numerous teams - from both research and industrial 

communities, have made attempts to use Internet technologies in Networked Control 

Systems. The first one was the 1994 Mercury Project at USC which enabled control of 

a robotic manipulator using the HTTP protocol. It was followed be an Internet-based mobile 

robot developed at Carnegie-Mellon University in 1995. During the past decade, research 

teams from around the world  have internet-enabled dozens of control applications, including  

industrial process supervision and control, robotics, home automation, control of telephony 

switches, operating planetary rovers and spacecraft and many others. In that process several 

standards and protocols were created, addressing specific needs of particular classes of control 

and monitoring applications.  Included among those are: 

o OPC XML DA – OPC Foundation’s software interface used in automation industry 

that adopts the XML set of technologies to facilitate an exchange of plant data 

across the internet, and upwards into the enterprise domain. It is based on DCOM 

and Web Services, it follows the Client / Server approach. 

o BACnet/WS – an addition to a communication protocol (BACnet) commonly used 

in the Building Automation Control industry, provides a set of generic Web 
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Higher Level control and 

communication protocols 

(OPC XML, BACnet/WS, 

UPnP,VoiceXML/CCXML

, Web Services) 

       XML, SOAP 

              HTTP 

Services that can be used to implement an interface to any other building 

automation protocol. 

o VoiceXML – a markup language derived from XML for writing telephone call 

handling applications. It supports call control, speech synthesis control, and control 

of voice recognition capabilities through grammars. 

o UPnP (Universal Plug and Play) – an architecture and protocols for peer-to-peer 

network connectivity of intelligent appliances, wireless devices, and PCs  

o Web Services – set of interfaces describing operations (services) that are network-

accessible through the standardized XML messaging.  Interfaces are defined using 

a formal XML notation (service description) that provides details necessary to 

interact with the service, including message structure, transport protocols, and 

location. 

More often than not these protocols employ combination of XML and SOAP to define 

necessary data structure and implement the messaging scheme. In turn, these standards 

use the HTTP protocol to provide the actual network communication services. 

Thus, a common pattern can be observed in the architecture of several new 

communication protocols and standards, used in networked control and monitoring 

applications (see Fig. 1). The high(er) level control / communication protocol (e.g. 

BACnet/WS, VoiceXML, UPnP) resides on top of the XML / SOAP combination which 

in turn resides on top of HTTP. As a result of that, all the networked control applications 

build around such high level protocols use HTTP as the only network communication 

platform. Consequently, analysis of the network related performance issues in 

networked control applications can be reduced to the performance analysis of the 

HTTP protocol used in such applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Several different techniques can be employed to perform that analysis. One is to 

collect and examine performance measurements of a real networked control system, 

another is to develop analytical apparatus to capture such system’s fundamental 

Fig. 1. Typical stack of modern communication protocols 
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properties, yet another is to construct a simulation model and then use it to perform 

simulation runs to collect performance data. 

We have employed both the analytical method and the simulation to study 

performance of the HTTP protocol in control applications. Furthermore, we have 

concentrated on systems using UPnP as the higher level control / communication 

protocol. To that end, we have constructed a model of a networked control system 

employing combination of UPnP, SOAP, XML and HTTP. In this paper we discuss an 

efficient algorithm we have developed for the analytical examination of that model. 

Currently, we are also implementing a simulator that we are going to use to validate the 

approach taken in the algorithm. 

 

2. UPnP - example of an HTTP based control protocol 

 
2.1. Protocol overview 

 
Universal Plug and Play (UPnP) is an architecture for peer-to-peer network 

connectivity of intelligent appliances, wireless devices, and PCs. It leverages TCP/IP and 

the Web technologies (IP, TCP, UDP, HTTP and XML) to enable seamless proximity 

networking in addition to control and data transfer among networked devices in the home, 

office, and public spaces. 

UPnP allows automatic discovery and control of services available on the network 

without user intervention. Devices that act as servers can advertise their services to 

clients. Clients, known as Control Points, can search for specific services on the network. 

When they find the Devices with the desired services, the Control Points can retrieve 

detailed descriptions of these services and interact with them from that point on. 

UPnP operations can be divided into five basic phases: 

o Discovery. In this first phase, Control Points search for devices and services and 

Devices multicast announcements of services they offer to control points using the 

Simple Service Discovery Protocol (SSDP). SSDP uses a variant of HTTP that 

operates over multicast UDP for broadcasts and another variant of HTTP that 

operates over unicast UDP for replies. To search for Devices or services on the 

network, Control Points use the HTTP M-SEARCH command multicast to the 

address 239.255.255.250:1900 over UDP. Any Device on the network that matches 

the criteria the Control Point is searching for issues a unicast UDP reply that 

includes the URL to its description document. Devices don’t have to wait for a 

control point to search for their services. They can advertise their device 

availability by means of the SSDP NOTIFY command on the 

239.255.255.250:1900 multicast address. 

o Description. Once a Control Point finds an interesting service, it requests from the 

corresponding Device its complete description. The description is an XML 

document, it contains (among others) manufacturer information, version, and a list 

of services supported by the Device. The Control Point requests the description 
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document using HTTP over TCP. The Control Point performs a standard HTTP 

GET command (similar to retrieving a Web page).  

o Control. This phase allows Control Points to control one or more of the services 

contained in a Device by enacting changes in the state of the device. The Simple 

Object Access Protocol (SOAP) allows a control point to query or change elements 

in a service’s state Tab.. SOAP uses the POST or M-POST HTTP command 

transported over TCP. SOAP uses XML to specify what actions to take. The 

Control Point creates the XML document and posts it to the control URL for the 

service, as specified in the description document. The Control Point can request 

current values and make changes to the service’s state Tab.. 

o Eventing. This phase allows Control Points to keep in sync with the state of 

services in which it is interested. Control Points subscribe to the event server for a 

particular service and receive event notifications when that service’s state changes. 

An event notification is sent to the Control Point any time the state of the service 

changes, even if the Control Point causes the change. Subscribe and unsubscribe 

requests use HTTP/TCP to connect to the event URL contained in the description 

document for the service. The Control Point specifies an URL where event 

notifications are made during subscription. Events arrive by means of HTTP/TCP 

to the URL registered with the service. The event notification includes a small 

XML document that describes the actual event, such as a change in the state Tab. 

for the service. 

o Presentation. The presentation phase allows a Device to host a document, written in 

standard HTML, which can implement a user interface for that device. This 

document can be downloaded by Control Points and used to perform UI operations, 

since it provides means of control and status display. The protocol for retrieving the 

presentation document, as with the description document, is HTTP over TCP. The 

Control Point can use the presentation URL contained in the description document 

to request the presentation document. 

 

3. UPnP network model 

 
We present here a model of an UPnP network operating in the control application 

environment. It was constructed based on the UPnP specification document “Universal 

Plug and Play Device Architecture” and an analysis of the source code provided in the 

“Intel® SDK for UPnP™ Devices Version 1.2.1” package. 

Two types of UPnP network operations can be distinguished - the “Power-up/ 

Network Initialization“ operations and the “Control Phase” operations. Since Control 

Points and Devices can be powered-up / attached to or detached from the network at any 

time, operation of both types can potentially overlap on the network. For example, a 

Control Point can  receive SSDP NOTIFY command from a Device while sending SOAP 

request (Control Phase) to another Device. However, under typical conditions a Device 

will be involved in the Control Phase operations much more often than in the Power-up 

Phase operations (will send and receive many more Control Phase Commands and Event 
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Notifications). Therefore, currently only the Control Phase operations are reflected in the 

model.  

Fig. 2 presents the UPnP Queuing Network (QN) Model for the Control Phase 

Operations. It consists of Control Point elements (numbered 1 – P), Device elements 

(numbered 1 – Q) and a single Network element. Control Points and Devices are all 

connected to the Network with connections symbolizing either the UPnP Request flow 

(solid line) or the UPnP Response flow (dashed line). 

 
3.1. Control Phase operations 

 

A UPnP Control Point generates Control Requests at the rate Gr  (requests per second) 

each destined to a single UPnP Device. Requests generated by a given Control Point may 

all go to the same Device or may be distributed among several Devices. After a Control 

Request is sent to its target  Device, the Control Point continues to keep track of its status 

until that Device indicates that the request was received and fully processed (consumed). 

The Control Point is capable of maintaining (keeping track of) K outstanding Control 

Requests. 

Once received, the Control Requests are serviced by the Device, with each request 

requiring processing time tpc. The Device is capable of processing M request 

simultaneously. Control Requests may be used to affect the Plant (controlled object) 

associated with the Device by changing value of its State Variables, or to query the status 

of that Plant. Changes to State Variables may in turn result in sending the Event  

Notification Request to all Control Points that registered for that particular event. There 

exist a correlation factor (coefficient) Ms between the number of received Control 

Requests and the number of resulting State Variable Change Event Notification Requests. 

After processing is finished, the Device generates the Control Response which is sent 

back to the Control Point thus completing the handling of the Control Request there. 

As the Plant’s state changes (due to the processing of the Control Requests and the 

influence of the external environment) it generates (at the rate Ge) Plant State Change 

Event Notification Requests that are sent to Control Points that registered for them. After 

the Event Notification Request is sent to a Control Point, the Device continues to keep 

track of its status until that Control Point indicates that the request was received and fully 

processed (consumed). 

Once received, the Event Notification Requests are processed by the Control Point, 

with each Notification Request requiring processing time tpe. The Control Point is capable 

of processing T Event Notification Requests simultaneously. After processing is finished, 

the Control Point generates the Event Notification Response which is sent back to the 

Device thus completing the handling of the corresponding Event Notification Request 

there. 
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Fig. 2. UPnP network model 

 

3.1.1. The Control Point 

 

Control Requests generated by the source Gr are queued before being sent to Devices 

by the concurrent transmission tasks Tcr1 - TcrK. After sending a request, the transmission 

task waits for the Control Response to arrive from the Device and only then it can 

proceed to process next request from the queue. Event Notification requests received 

from Devices are queued before being processed by the concurrent event handling tasks 

Tce1 - TceT  (this processing includes sending an Event Notification Response back to the 

Device). 
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3.1.2. The Device 

 

Control Requests received from Control Points are queued before being processed by 

the concurrent tasks Tsr1 - TsrM. For each processed Control Request a corresponding 

Event Notification Request will be generated (with a probability of Ms) and queued. After 

processing of the request is completed, the task sends a Control Response back the 

Control Point. 

Event Notification Requests (for the events corresponding to operations of the Plant) 

generated by the source Ge are queued before being sent to a Device by the concurrent 

transmission tasks Tse1 - TseN. After sending a request, the transmission task waits for the 

Event Notification Response to arrive from the Control Point and only then it can proceed 

to process next request from the queue. 

 
3.1.3. The Network 

 

Currently, a simplistic Constant Delay network model is used. 

 

4. UPnP network analysis 

 
The complexity of the UPnP network model presented in the previous paragraph 

makes its analysis rather difficult. Therefore, its further reduction is needed before formal 

analysis can be attempted. 

It can be easily seen in the network model that any communication requires an HTTP  

connection between the HTTP sender (consisting of a queue and a number of sending 

tasks) and the HTTP receiver (consisting of a queue and a number of request/job 

processing  tasks). Although a particular connection can be of one of the two types - the 

first involving the Control Point sending the Control Requests to the Device ( with 

sending tasks Tcr1 - TcrK and request processing  tasks Tsr1 - TsrM,) and the second involving 

the Device sending the Event Notification Requests to the Control Point (with sending 

tasks Tse1 - TseN and request processing  tasks Tce1 - TceT), the structure of the sender / 

receiver arrangement is identical in both cases. Since the outlined above HTTP sender / 

receiver relationship is of the client / server nature, we will use the later terms for the 

remaining of this paragraph. Thus, we reduce analysis of the UPnP network model to the 

analysis of an HTTP client / server pair which can be represented by a two-node tandem 

queue arrangement with an additional blocking mechanism, as shown in Fig. 3. 

There are several parameters defined for this new model, among them: 

Kc – total number of jobs at the client    Kc = Sc + Qc 

Ks – total number of jobs at the server   Ks = Ss + Qs 

Sb – number of client service stations blocked by jobs    Sb = Ks + Knf  + Knr 

       waiting/serviced at the server and jobs in the network 

Sc – number of jobs currently serviced at the client  0 ≤ Sc + Sb ≤ mc 

Ss – number of jobs currently serviced at the server 
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We limit our considerations to the cases where the time needed to process a job at both 

the client and the server is significantly larger than time needed to deliver messages over 

the network, therefore we assume in our analysis that there are no “in flight” jobs in the 

system, e.g. Knf, Knr = 0. 

The blocking mechanism present in the system makes the ratio between the number of 

service stations at the client (mc) and the total capacity of the server (Ls + ms) significant. 

We assume that the system is balanced in respect to that ratio, e.g. mc = Ls + ms. The 

rational here is that in a system with mc < Ls + ms some of the server resources (queue, 

service stations)  will simply never get fully utilized, therefore such system will 

effectively get reduced to a balanced one with smaller Ls and (possibly) ms. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Tandem queue model of the HTTP sender / receiver pair 

 

On the other hand, in a system with mc > Ls + ms some of the jobs leaving the client 

may get dropped, but since the space in the servers queue is usually inexpensive, it is 

unlikely that such (possibly harmful) imbalance would be allowed in a practical 

application. Therefore, we consider this case highly artificial. 
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We use Continuous Time Markov Chains (CTMC) to analyze the two-node tandem 

queue system that represents the reduced UPnP network model. Such a tandem queue 

system can be described by a phase/level random process with the phase (Kc in our case) 

giving the state of the client and the level (Ks in our case) giving the state of the server. 

The combination of the phase and the level defines the state of the whole system. The 

transitions between states can be represented by the state flow diagram which in turn is 

used to construct a state transition matrix Q. 

Assuming that incoming jobs have Poisson distribution with arrival rate λ, and 

assuming that client and server service times also have Poisson distribution with service 

rates respectively µc and µs, we can apply the CTMC theory to construct the set of global 

balance equations: 

Π * Q = 0  
where Π is a vector of steady state probabilities of system being in particular state 

(e.g. having a particular combination of phase and level values). Together with the 

normalization equation: 

Π * 1 = 1 
these equations can be solved yielding the vector Π, which fully describes stochastic 

properties of the analyzed tandem queue system and thus properties of the reduced UPnP 

network model. 

As a concrete illustration of our approach, Fig. 4 presents the state flow diagram and Fig. 

5 presents the state transition matrix that correspond to a very small tandem queue system 

(UPnP network model) with following parameters: 

Lc = 1, mc = 3, Ls = 1, ms = 2 

The global balance equations can be solved directly using Gaussian Elimination. This 

method consists of two steps – matrix triangularization with arithmetic complexity of n
3
/3 

and the backward substitution with arithmetic complexity of n
2
/2, where n is the size of 

the matrix Q which is equal to the number of states in the analyzed tandem queue system. 

 

 

 

 

 

 

 

 

 

 
 

The number of arithmetic operations needed for a solution algorithm that has 

arithmetic complexity of n
3
/3 grows rapidly with n. This makes limiting this complexity a 

very desirable goal. To that end, we have employed two methods – one is to reduce the 
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Fig. 4. State flow diagram. 
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number of elements that have to be eliminated in the matrix triangularization process, 

second is to avoid fetching and processing zero valued elements of Q. 

 

 

         Fig. 5. State transition matrix 

 
The first method rearranges the set of global balance equations to eliminate the 

leftmost non-zero element in each row of matrix Q thus producing new (transformed) 

matrix Q’’.  This is accomplished by (conceptually) adding to each row the row that 

precedes it, starting with the second row and advancing to the last one, and then, for each 

phase r ≤ mc, restoring the last rows in that phase to its original form. In other words, 

given matrix Q with rows R0 - Rn-1: 

 

R’0 = R0;    // e.g. unchanged 

for(k=1; k<n; k++) 
      R’k = Rk + R’k-1; 

R’’0 = R’0;  

for(k=1; k<n; k++) 

      if(phase ≤ mc and row k is the last one in the phase) 

               R’’k = R’k - R’k-1; 

      else   R’’k = R’k; 

Given that from the definition of matrix Q, for every column j (0≤j<n) we have: 

n-1 

Σqk,j = 0 
k=0

 

and since the leftmost non-zero element in a row is the last one in its column, the above 

algorithm indeed eliminates this element. Fig. 6 presents such a transformed matrix Q’’ 

for the original matrix Q from Fig. 5. 

It needs to be noted here that this is a conceptual transformation only – it doesn’t need 

to be actually performed, since the structure of the transformed matrix Q’’ is rather clear, 

and it can be constructed directly, given l,uc,us and n ! 

-λ,    0,   us,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0; 
 λ,-uc-λ,    0,    0,   us,    0,    0,    0,    0,    0,    0,    0,    0,    0; 
 0,   uc,-us-λ,    0,    0, 2*us,    0,    0,    0,    0,    0,    0,    0,    0; 
 0,    λ,    0,-2*uc-λ,  0,    0,    0,   us,    0,    0,    0,    0,    0,    0; 
 0,    0,    λ, 2*uc,-us-uc-λ, 0,    0,    0, 2*us,    0,    0,    0,    0,    0; 
 0,    0,    0,    0,   uc,-2*us-λ,  0,    0,    0, 2*us,    0,    0,    0,    0; 
 0,    0,    0,    λ,    0,    0,-3*uc-λ,  0,    0,    0,    0,   us,    0,    0; 
 0,    0,    0,    0,    λ,    0, 3*uc,-2*uc-us-λ,0,   0,    0,    0, 2*us,    0; 
 0,    0,    0,    0,    0,    λ,    0, 2*uc,-2*us-uc-λ,0,   0,    0,    0, 2*us; 
 0,    0,    0,    0,    0,    0,    0,    0,   uc,-2*us-λ,  0,    0,    0,    0; 
 0,    0,    0,    0,    0,    0,    λ,    0,    0,    0,-3*uc,    0,    0,    0; 
 0,    0,    0,    0,    0,    0,    0,    λ,    0,    0, 3*uc,-2*uc-us, 0,    0; 
 0,    0,    0,    0,    0,    0,    0,    0,    λ,    0,    0, 2*uc,-2*us-uc, 0; 
 0,    0,    0,    0,    0,    0,    0,    0,    0,    λ,    0,    0,   uc,-2*us 
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The second method of reducing the matrix Q’’ triangularization complexity is to avoid 

fetching and processing its zero valued elements. Owing to the structural regularity of the 

phase/level process’ state flow diagram, the structure of the matrix Q’’ exhibits strong 

patterns. The pattern of interest here is the number of elements preceding and following 

the diagonal one in a particular row, expressed as a function of the level this row belongs 

to and of the position of the row within that level. Tab. 1 summarizes these regularities. 

 

 

Phase (r) 
Row within 

phase (n) 

Number of preceding  

elements (p) 

Number of following 

elements (f) 

n = 0 ÷ r-1 r - 1 r + 2 r = 

 1 ÷ mc-1 n = r 1 r + 2 

n = 0 ÷ r-1 r - 1 r + 2 
r =mc 

n = r 1 r + 1 

n = 0 ÷ mc-1 mc mc+2 r = 

 mc+1 ÷ 

mc+Lc-1 n = mc 1 mc+1 

n = 0 ÷ mc-1 mc mc-n 
r =Lc 

n = mc mc (0) 0 

 
 

 

Utilizing this regularities, we have constructed an algorithm for the triangularization 

of a (transformed) matrix Q’’.  A simplified C implementation of this algorithm is shown 

in Fig.s 7 and 8. It operates on a global matrix mQ, which needs to be initialized with 

Q’’. To execute the procedure function gElimFRA() needs to be invoke with mc – number 

of service stations at the Client, and Lc – length of the Client queue, passed as 

-λ,    0,   us,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0; 
 0,-uc-λ,   us,    0,   us,    0,    0,    0,    0,    0,    0,    0,    0,    0; 
 0,   uc,-λ-us,    0,    0, 2*us,    0,    0,    0,    0,    0,    0,    0,    0; 
 0,    0,   -λ,-2*uc-λ, us, 2*us,    0,   us,    0,    0,    0,    0,    0,    0; 
 0,    0,    0,   -λ,-uc-λ, 2*us,    0,   us, 2*us,    0,    0,    0,    0,    0; 
 0,    0,    0,    0,   uc,-λ-2*us,  0,    0,    0, 2*us,    0,    0,    0,    0; 
 0,    0,    0,    0,   -λ,   -λ,-3*uc-λ, us, 2*us, 2*us,    0,   us,    0,    0; 
 0,    0,    0,    0,    0,   -λ,   -λ,-2*uc-λ,2*us,2*us,    0,   us, 2*us,    0; 
 0,    0,    0,    0,    0,    0,   -λ,   -λ,-uc-λ, 2*us,    0,   us, 2*us, 2*us; 
 0,    0,    0,    0,    0,    0,    0,    0,   uc,-λ-2*us,  0,    0,    0,    0; 
 0,    0,    0,    0,    0,    0,    0,   -λ,   -λ,   -λ,-3*uc,   us, 2*us, 2*us; 
 0,    0,    0,    0,    0,    0,    0,    0,   -λ,   -λ,    0,-2*uc, 2*us, 2*us; 
 0,    0,    0,    0,    0,    0,    0,    0,    0,   -λ,    0,    0,  -uc, 2*us; 
 0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0,    0; 
 

Fig. 6. Transformed state transition matrix 
 

Tab. 1. Regularities in the state transition matrix 
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parameters. The processing (triangularization) of the entire matrix is subdivided into 

processing of sets of rows corresponding to an individual phase, which is performed by 

function phsElim(). As shown in Tab. 1, four different types of phases can be 

distinguished -  phases r = 1÷mc-1, phase r = mc, phases r = mc+1÷ mc+Lc-1 (if at all present), 

and phase r = Lc, where r is equal to the total number of jobs at the client (e.g. Kc). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
gElimFRA(mc,Lc) 
{ 
N = (mc+1)*((mc+2)/2 + Lc); 
elim1El(N-1,0,3); 
fr = 1; 
for(r=1;r<mc;r++) { 
   phsElim(fr,r+1,r-1,1,r+2,r+2,r+1,r+1,r,N); 
   fr += r + 1; 
   } 
phsElim(fr,mc+1,mc-1,1,mc+2,mc+1,mc+1,mc+1,mc,N); 
fr += mc + 1; 
if(Lc > 1) 
   for(k=0;k<(Lc-1);k++) { 
      phsElim(fr,mc+1,mc,mc,mc+2,mc+1,mc+2,mc+1,mc+1,N); 
      fr += mc + 1; 
      } 
phsElim(fr,mc,mc,mc,-mc,0,mc+2,mc+1,mc+1,N); 
} 
 

         Fig. 7. Matrix triangularization algorithm 

 
phsElim(lf,h,p,pl,f,fl,pf,pfl,ph,ms) 
{ 
if(f < 0) { 
   f = -f; 
   dlt = 1; 
   } else dlt = 0; 
for(i=0;i<h;i++) { 
   cr = lf + i; 
   if(i == (h - 1)) 
      if(dlt == 1) { 
         ap = p; 
         af = f - dlt * i; 
         } 
      else {ap = pl; af = fl; } 
   else { ap = p; af = f - dlt * i; } 
   for(j=0;j<ap;j++) { 
      cur = cr - ap + j; 
      if(cur < lf) 
         if(cur == (lf - 1)) cnt = pfl + 1; 
         else  cnt = pf + 1; 
      else cnt = f - dlt * (cur - lf) + 1; 
      elim1El(cr,cur,cnt); 
      } 
   elim1El(ms-1,cr,af+1); 
   } 
} 
 
elim1El(p,a,cnt) 
{ 
s = mQ[p,a] / mQ[a,a]; 
for(nn=a;nn<(a+cnt);nn++) 
   mQ[p,nn] -= mQ[a,nn]*s; 
} 
 

Fig. 8. Matrix triangularization algorithm (cont.) 
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Using the above algorithm followed by the standard backward substitution procedure, 

we can efficiently compute values of the steady state probabilities vector Π. Fig. 9 shows 

such values plotted as a function of the phase and the level e.g. Π(Kc, Ks) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.9. State flow diagram 

 
4.1. Complexity analysis 

 
Total complexity of the triangularization algorithm presented here can be expressed as: 

      S = (Lc – 1)(mc + 1)( mc (mc + 3) + (mc + 2)) + (3mc
4 
+ 26mc

3 
+ 69mc

2 
+ 106mc + 24) / 12 

It is customary to express complexity of triangularization algorithms as a function of 

matrix size. Given that the size N of the state transition matrix Q’’ can be expressed as: 

     N = (mc + 1)((mc + 2) / 2 + Lc) 

it can be easily shown that S < N
2
 for large mc and Lc. Thus the computational 

complexity of the triangularization algorithm presented here is less than O(n
2
). 

 

 

5. UPnP network simulation 
 

In order to construct an efficient algorithm for the analytical examination of the UPnP 

network model we have reduced analysis of that model to the analysis of an HTTP client / 

server pair which we represent by a two-node tandem queue arrangement. To validate this 

approach 

we are currently implementing a UPnP network simulator which we will use to generate 

data that can be compared with the results produced by our optimized CTMC solution 

algorithm. It directly implements (simulates) the UPnP Queuing Network Model for the 
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Control Phase Operations, as presented in Fig. 2. Simulator employs the discrete event 

simulation technique; it was constructed using the OMNeT++ simulation framework. 

 
6. Conclusions and further work 

 
Several modern communication protocols, used in networked control and monitoring 

applications employ combination of XML and SOAP standards, which in turn use the 

HTTP protocol to provide the actual network communication services. Consequently, we 

postulate that analysis of the network related performance issues in such applications can 

be reduced to the performance analysis of the underlying HTTP protocol operating in 

those environments. 

To that end, we have constructed a model of a networked control system employing 

combination of UPnP, SOAP, XML and HTTP. We then developed an efficient algorithm 

for the analytical examination of that model. Currently, we are building a network 

simulator to validate the results generated by our algorithm. 
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Abstract: The article gives some performance evaluation results for the all-optical networks with hyper-
cube topology. It contains description of the simulation model, performance evaluation results from simulation
and two theorems verified by the simulation. In the 3rd section the plots for link loads and deflection probability
under different load are given. Then the equation for deflection probability and average end-to-end delay is given
and compared to the simulation - what gives some cross-validation of both models.

Keywords: Hypercube, deflection routing, all-optical networks

1. Introduction

Electrical to optical conversion becomes now a bottleneck of the fast computer networks.
Thus new network architectures are proposed, without the need of transmitted data conver-
sion within the core nodes. Among a few others, the all-optical packet switched network
technology was proposed. It is based on a constant size packets with small header send in
constant time intervals, called slots. As there is no cheap optical memory on the market, the
packet can not be stored in the optical switches and the traditional “store and forward” algo-
rithms, used in nowadays networks, can not be used. The decision, where a packet should
be sent have to be done in a very short period of time, so computing the transmission path
cannot be very complex.

Old algorithms like Deflection Routing [1] have recently received attention to overcome
this weakness [3], [4]. This routing strategy does not allow packet loss but it keeps the
packets inside the network, increases the delay and reduces the bandwidth. In Shortest-Path
Deflection Routing, switches attempt to forward packets along a shortest hop path to their
destination. Each link can send a finite number of packets per time-slot: this is the link
capacity. If the number of packets which require a link is larger than the capacity, only some



316

of them will use the link and the others have to be misdirected or deflected and they will
travel through longer paths.

In this work we consider the hypercube topology, which is not common in telecommuni-
cation networks, but used in high speed interconnect networks in supercomputers or clusters.
In the hypercube of size n all nodes have n links. The maximum distance in hops is equal to
n.

2. Model assumptions

2.1. Hypercube

We model a hypercube of dimension n (see figure 1 for a hypercube of dimension 4). A
hypercube is a simple generalization of a cube with an arbitrary size. The nodes’ addresses
can be represented as vectors with n components taking values in 0, 1. Nodes which differ
only by one component are connected by two directed edges. Thus a hypercube of dimension
n has 2n nodes and n2n directed edges. Switches have thus an indegree and outdegree equal
to n. The shortest path distance in the hypercube is equal to Hamming distance among binary
vectors. The diameter of a hypercube with dimension n is thus n.

2.2. Routing algorithm

Let X and Y be two nodes. All the directions such as X(i) 6= Y (i) are good directions
for the routing algorithm to send a packet from X to Y using shortest paths. All the others
are bad directions. Therefore a packet at distance k of its destination has k good directions
for the next step of routing. In figure 1 we give an example of a packet with current position
1011 and destination 0101. Thus the distance to destination of the packet is 3 and it has 3
good directions (depicted in bold): 0011, 1111 and 1001.

The packet will select at random with uniform distribution one direction among the good
directions. If this direction is not given to the packet by the routing algorithm, the packet is
deflected. We say that this direction is not available. We consider a two phases algorithm
instead of a greedy choice. During the first phase the packets which are not deflected are
routed and the deflected packets are kept. Then during the second phase the deflected packets
are sent among the directions which are still available after the first phase. A deflected packet
uses a direction at random with uniform distribution among all available directions.

2.3. Simulation model

We assume that there is no memory in the switches, what makes it difficult to apply
classical queuing theory to analyze the delay. Thus a simulation model have been created
in OMNeT++[5] environment. The model was used to analyze the performance measures of
the deflection routing in hypercube and to verify some mathematical equations describing the
network.
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Fig. 1. The hypercube topology

In the simulation model all nodes are represented by compound modules in OMNeT++.
Each of the nodes can generate and consume traffic. The node consists of three submodules:
generator, switch and sink. The routing algorithm is implemented in the switch class. The
structure of the model can be seen on Fig. 2. The packets are represented by messages in
OMNeT++ - for each packet the travel time and number of deflections is stored. The data
are collected and summarized in the sink module. The simulation time is calculated in time
slots. In the results presented in the paper the exponential generators were used, however the
simulator supports any of the statistical generators available in OMNeT++[5].

Fig. 2. Structure of the simulation model
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3. Simulation results

The simulation model was used to evaluate the performance of hypercube of size 7. The
packets were generated uniformly in all network nodes using exponential generators. The
simulations were run for mean intergeneration time from 1 to 3.5 slots to create different
network load. The global link load (probability, that in arbitrary time a link in a network is
used), deflection probability (probability, that a packet will reach the destination without any
deflection) and switch load (number of links used in a switch divided by number of links in
a switch) are presented on Fig. 3 - Fig. 6

The Fig. 6 presents the mean packet travel time for different network load given by the
simulation. The network was uniformly loaded. The mean travel time for empty network is
equal to 4 (the average distance in the network). The result shows that the deflection routing
algorithm stays stable in the hypercube even when the load is greater then 0.7 - the average
travel time is less then 2 times the minimum value.

Fig. 3. Link load for different intergeneration time

4. Verification by simulation some assumption used in mathematical modeling of
hypercube

The next task was to use the simulation to verify some of the assumptions made in
creation of the mathematical model of deflection routing in hypercube. The detailed model
is given in [2], below some basics of equations evaluated are given.

4.1. Model assumptions

We represent a arbitrary packet by its distance to destination. The random variable X is
between 0 and n. We do not need type of packets. Let p be the deflection probability. p will
be derived in the next section.
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Fig. 4. Packet deflection probability for different intergeneration time

Fig. 5. Switch load for different intergeneration time

Fig. 6. Travel time for different network load
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• Assume that the packet at distance k is not deflected, the distance decreases from k to
k − 1. This event has probability (1− p).

• If the packet at distance k is deflected, it remains (k−1) good directions among (n−1)
available directions. If the packet uses a good direction, its distance is now (k − 1);
otherwise it is (k + 1). Thus we have the following transitions:

– k to k − 1 with probability p k−1
n−1

– k to k + 1 with probability pn−k
n−1

When k = 1, the deflected packet always uses a bad direction. When k = n, whenever
the packet is deflected or not, it uses a good direction.

4.2. Deflection probability

As all the packets are equivalent in a probabilistic point of view, we consider an arbi-
trary packet in an arbitrary switch. Note that due to topology and traffic assumptions all
the switches are statistically equivalent. The probability of deflection for a tagged packet is
computed by conditioning on all configurations of arrivals. Note that the upper bound of the
index is n− 1 because the tagged customer uses one input link of the switch.

p =
n−1∑
i=0

Pr(i other packets destinated to link)Pr(deflection of a tagged packet | i)

(1)
The arrival probabilities are obtained by an independence assumption. Let us denote

by u the utilization of an arbitrary link. We have n − 1 links. Each of them is used by a
packet with probability u. When a packet enters a switch, it requires each output link with
probability 1/n.

Pr(i other packets destinated to the output link) = C(n− 1, i)(u/n)i(1− u/n)n−1−i

(2)
The probabilities of deflection can be calculated as follows. The output capacity is 1. We

have i + 1 packets in a fair competition. Thus the tag packet wins with probability 1/(i + 1)
and is deflected with probability i/(i + 1).

Pr(deflection of a tagged packet | i) =
i

i + 1
(3)

The equation 3 was verified using the simulator. The plots Fig. 7 and Fig. 8 presents the
deflection probabilities for packets experiencing given number of deflections for two sample
network loads. The plots compare the results given by the equation 3 and simulation. As one
can see the results match almost perfectly. The only problem relates to the packets experi-
encing very high number of deflections (6 in this case), as there are very rare - only a few
packets in the simulation of 1000000 time slots, with tens of millions of packets experiencing
one or no deflections.



321

Fig. 7. Deflection probability for ig time 1 for packets experiencing different number of deflections

Fig. 8. Deflection probability for ig time 2 for packets experiencing different number of deflections

4.3. Average End to end Delay

Let us now establish a new relation between the link utilization u and the deflection
probability p.

Let E(X) the expected number of customers in the network, λ the input rate in the global
set of nodes from the electronic buffers and E(T ) the average end to end delay. E(T ) is the
average number of hops (i.e. the average sojourn time in the optical part of the network)
Following Little’s law we get:

E(X) = λE(T )

All the links are equivalent due to the topology and the traffic assumptions, we have 2n

nodes and each nodes has n input links. Thus:

u =
E(X)
n2n
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If the system is stable the input rate in the optical part λ is equal to the input rate in each
electronic buffer γ multiplied by the number of nodes 2n. We also have u ≤ 1. Finally:

u = min(1,
λE(T )
n2n

) (4)

This equation was verified using the simulator. The Fig. 9 presents comparison of E(t)
and E(x) from a simulation of the network of dimension n = 7. The results almost perfectly
match each other, what cross-validates the simulation model and above theorem.

Fig. 9. Deflection probability for different network load by simulation and eq. 4

5. Summary

The all-optical networks are promising technology for future very fast networks. The
hypercube topology is very effective e.g. to cluster nodes interconnection and may be effec-
tively used in many small-distance networks. Thus detailed analysis of this technologies is
required. The authors give some simulation results for this type of networks, as well as some
mathematical analysis verified by the simulation.
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