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Part I

I. Service Architecture of Multimedia Internet
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Part I

I.1 Infrastructure of a Multimedia Internet
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Triple Play Applications
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Hierarchical Structure of Service Architectures

Internet Transport Cloud



U. Krieger: Modeling Multimedia Internet – Hetnets 2010                       7

Network Structure and Layering in IPTV Architectures
Distribution Layer

• dissemination of content

• provided by an overlay infra-
structure

Transport Layer

• physical transport infrastructure
with optical signal transport in the
core and close to the homes

• on top of a packet-switched
network

• use of RTP/RTSP combined with
QoS supported TCP/UDP/IP stack

• SIP signaling applied

•local end office

•video service
office

•super head end
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Peer-to-Peer Overlay Architecture

• Server-asssisted P2P Joost architecture
• mesh overlay topology
• m:n unicast connections

• video encoding by MPEG-4/H.264 AVC
• very good quality of video transport
• due to error resilience of the codec
• good on all resolutions of 720 x 576 up to 
1280 x 1024

• Applied Protocols
• HTTPs (TSLv1) for registration and  
authentication
• UDP for the transport of chunked video
data indicated by bitmaps
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Simplest Multi-Tier Web Service Architecture

external
appl.

DB 
server

Application
server

Media 
server

Legacy 
application

optional components

Web components

request/response
data flow

• multimedia service architecture
HTTP GET

SETUP

PLAY

media stream

PAUSE

TEARDOWN

Media
player

Web
server

Media
server

Web
browser

client server

presentation desc.

Client-Server Model 

• as entrance gateway to Web 
services
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Part I

I.2 Protocol Structures of Multimedia Services



U. Krieger: Modeling Multimedia Internet – Hetnets 2010                       11

Structure of Client-Server Traffic in Internet

Session level

Web page level

Client requests

Server reponses

IP-Flow level
Flows (connections)

Bursts

Packets

path through Web 
sphere

IP packets

flow volume

Inter-arrival time
application class

pages

•communic. type

•addresses

•acces point 
(URL)

•service type

transport channel

capacity C

burst
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Hierarchical Workload Modeling of Web Traffic

think
time
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Real-Time Protocol Stack: RTP and RTSP

Multimedia Service Architecture

HTTP GET

SETUP

PLAY

media stream

PAUSE

TEARDOWN

Media
player

Web
server

Media
server

Web
browser

client server

presentation desc.

RTSP
initializes, controls and stops the
streaming
transmitted over TCP
description of content via SDP
operation controlled by a state model
allocates ressources
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Real-Time Protocol Stack: RTP and RTSP

•RTP runtime library provides a transport layer interface
• is an extension of UDP

•API provides : 
• UDP port numbers, IP addresses
• error control on segments
• identification of payload data types
• sequence numbers of packets
• time stamps

Overhead:  54 Byte

14                20       8       12      Byte

60-160 Byte
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Part I

I.3 Resource Management and Multi-Processing
Strategies
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Structure of an Apache Web Server

source: The Apache Modeling Project, http://apache.hpi.uni-potsdam.de
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Multi-Processing Modules and Worker Threads Processing

source: The Apache
Modeling Project, 
http://apache.hpi.uni-
potsdam.de
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Multi-Processing Operation of an a Web Server

MPM Prefork (Unix) MPM Worker (Unix)Multi-threaded

Resource management & control by Apache directives:

•MaxClients (N): - limits the maximal number of simultaneous connection requests

•MaxSpareServers (hmax): - limits the maximal number of idle HTTP service processes,                     
- exceedance ⇒ killing of idle processes with rate ε

•MinSpareServers (hmin): - limits the minimal number of idle service processes,                     
– dropping ⇒ creation of new processes with rate η

•how many threads/processes serve requests?

Multi-Processing Modules
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Virtualization of Server Processing

• virtualization of task processing, resource
assignment and management in current
operating systems
• a virtualization layer (VMM/VM) separates 
physical hardware and resource demands of 
application processing
• integration of different operating systems
(guest OS) 

• running on one physical system (host
OS) ⇒ server consolidation

Example:

Enterprise 
servers

Enterprise 
network

Enterprise Storage
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Part II

II. Modeling and Analysis 
of an Apache Web Server
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Part II

II.1 A Queueing Network Describing
A Dynamic Pool of Service Processes
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Apache‘s Multi-Processing Module Prefork
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Concept of Master-Slave Processing by Apache

source: The Apache Modeling Project, http://apache.hpi.uni-potsdam.de
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Queueing Model of an Apache Web Server

Decomposition approach: 

• isolate the Web server and model its workload

• server separable from the transport network and impairments of the TCP stack



U. Krieger: Modeling Multimedia Internet – Hetnets 2010                       25

Part II

II.2 Workload Modeling and Analysis 
at the Page Layer
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Liu´s Workload Modeling at the Page Layer

Potential queueing model:

MX/M/N/N+K (IBM Research)

• download time of page τj

• time elapsed betwen each click γj

• request of an embedded object

• click j

Our extension: MAPX/M/N/N+K system with correlated Markovian batch arrival process

Session startup
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Level-Dependent Matrix-Geometric Model

System model Z(t) = (I(t), J(t))
CTMC on finite state space {1,.., M×N} x {0,..,L}

level J(t)
number j of  TCP sessions served or waiting in the listen queue

phase I(t) = F(I1(t), I2(t)) determined by
modulator variable l1(t) = i ∈ {1, …, M} of a Markov-modulated batch
arrival stream with M states (compound Poisson process)

• having a generalized exponential (GE) interarrival time τ with
distribution in phase i: 

• random batches S of size s with distribution

random number 1 ≤ I2(t) = h ≤ N of available HTTP service processes
• governed by exponentially distributed creation and killing times of 

pooled servers with rates η and ε
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State-Dependent Service Time Modeling

• service time as result of complex interaction

• of the contention at physical resources: 
CPUs, disk operations

• TCP flow control and segment transfer in 
the Internet

• application of Menasce´s QNW model

• aproximation of the state-dependent
service rate μ(p,k) by the throughput Tp(k) 
of a closed QNW 

• given k requests served by p active
processes in the system

• Tp(k) = Tp(p),      k ≥ p

• applied alternative: 

• identification by measurements

• compromise: accuracy vs. complexity

µ(p,k)
p

k Tp(k)
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Part II

II.3 Performance Analysis of  an Apache Server
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Performance Measures

mean number of idle service processes

probability pw that a new request is waiting for an idle child process

with mean arrival rate

and steady state vector r of the modulator l1:
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Validation of the Approach by Measurements

• model validation in a test bed
• generation of HTTP traffic by Apache benchmark tool ab 
• only HTTP 1.0 used and renewal model applied
• model parameters: hmin = 5, hmax=10, N=30, L = 40 

•relative accuracy of the model subject to the measurements:
• mean number of idle processes: 3%; variance 20 %  deviation; abserr(wait prob) <8%
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Part III

III. Service Analysis of  a Media Server
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Hierarchical Workload Model

think
time
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Object-Dependent Arrival Streams

popularity-dependent request patterns for streamed objects
modelled by M object classes i
requests determined by Zipf-Mandelbrot law

simplest heavy-tailed case used here: Zipf law

request streams to objects
modelled by M Poisson streams of rate λi
rate estimation using non-homogeneous Poisson processes
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Arrival Rate of Requested Streaming Bandwidth

Method: regularization of a 
statistically ill-posed problem
by a Fourier expansion of  a 
NHPP rate

0 12 24 36 48 60 72 84 962
4
6
8

10
12
14

x 10 7

time unit

bi
ts

/s
ec bi-urnal 

daily 
profile

•bandwidth profile WebTC-Modeling of MPEG-4 stream

• SARIMA process

• cf. EuroNGI WebTC project, 
Deliverable, 2007

• apply similar approach to NHPP estimation of session arrival rates
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Wireless Testbed with Interfering Traffic

line of sight connection between AP and a portable terminal
no movement of the terminal

disturbing background traffic on the link
various traffic patterns generated on the wireless link

Reactive bandwidth requirement of a video streaming system (Real‘s Helix server)

Network Setup: Streaming server with background load on an 802.3 LAN

MGEN traffic
generator

User terminal

Streaming server

(Real Helix DNA)

Other source: 
HP study of stream-
ing server request
behavior, Computer 
Networks, 2007
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Bandwidth Modeling

Bandwidth modeling
apply basic bandwidth units (BBU) of fixed sized b0 

• e.g. b0=64 kbps or 32 kbps
determines K traffic classes

Bandwidth requirement
depends on used codec and spatial resolution

can use a peak-bandwidth description
• approach applied here

or sustainable or equivalent bandwidth model (R. Guerin and others)
• often too complex
• requires burst level modeling, e.g. by on-off sources, at packet level

traffic classes of objects
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Modeling Service Durations

three main object-dependent components for each class i
playback time Di  

• determined by length and rate of the video stream
• deterministic length of mean 1/di

• modelled by an exponential distribution
inspection time Ii 

• determined by object type and user behavior
• mixture of exponential and uniform distribution
• modelled by an exponential distribution with mean 1/χi

selection ratio βi for a full playback of the video stream

Di

Ii
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Modeling Service Durations

Service time distribution function

• Mean service time

• Mean service time of an aggregated traffic stream
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Queueing Model of a Streaming Media Server

Erlang loss model

• of capacity C BBUs with K different service classes i (e.g. object/traffic classes)

• of arrival rate λ i , service rate μi and bandwidth requirement bi BBUs

Advantage:

Insensitivity
property holds!

traffic class model

•determined by bandwidth
requirement bi of a video
stream
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Product-Form Steady-State Distribution

•State space

•Steady-state distribution of class-related Markov vector process X(t) = (Xi(t))
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Part III

III.3 Perfomance Analysis of a Streaming Media 
Server



U. Krieger: Modeling Multimedia Internet – Hetnets 2010                       43

Performance Characteristics

Utilization

Blocking of service class i

Throughput of class i
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Arrival-Sensitivity on the Tail-Index of the Popularity Distribution

given Poisson r.v.

• exhibits monotonicity in log-likelihood ordering

• monotone increasing in λj
decreasing in μj

• behavior in α depends on class j

• occupancy Xj and thoughput
behavior inherited
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Case Study and its Parameter Settings

Illustration of the Markovian modeling approach
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Part IV

IV. Analysis of Packet-Switched
Multimedia Streams
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Part IV

IV.1 Characterization of Multimedia 
Packet Streams by Measured Data
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Operational Modeling and Nonparametric Traffic Estimation

Objectives of the measurement approach
using passive measurements Z={Z1, Z2, .., Zn} at the IP packet layer
(or Ethernet layer by monitoring tools like Wireshark, DAG etc.) 
to characterize selected aspects of the transport performance (QoS
metrics) and user satisfaction (QoE metrics)
in terms of bivariate sequences Zi = (Xi, Yi) determined by

inter-arrival times (IATs) Xi between packets of a VBR stream
the associated packet lengths (PLs) Yi

flow characterization on a virtual network link by
the mean delivery time variation of successfully transferred
packets
the overall and mean byte loss determined by a bufferless fluid
model
the lossless periods on a capacity-constrained link

• motivated by wireless networking over error-prone channels
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Skype Traffic Measurements

•prototypical home environment with 2 wireless segments and ADSL attachments

• strongly correlated bivariate time series Zi= (Xi,Yi) 

• due to context-aware adaptive VBR iSAC codec of GIPS

• generating rates in the range of 10 to 32 kbps at a mean IAT of 31 ms & 160 bytes PL
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Video Transport of an MPEG-4 Stream in a WLAN
WLAN test bed for the DVB-C transport of an MPEG-4 video streams stemming from a 
cable network

• packet loss causing artefacts• inter-arrival times on a log scale

• spreading of IATs
span across a wire-
less link due to 
layer 2 retransmis-
sion and buffering
effects at an AP

• variance increases
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Part IV

IV.2 Statistical Modeling of Qos Indicators
by a Bufferless Fluid Approach
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Statistical Analysis After Data Partitioning

Requirements of a statistical analysis: stationarity and independence
pure stationarity not a realistic assumption for real data sets of triple
play streams
independence achievable by partitioning of data into independent 
blocks of fixed or variable lengths Lj =∑ i=kj

kj−1+Nj Xi , j = 1, ...,Ns
e.g. by exceedances over the empirical 97% quantiles of the
IATs {Xi}
proof of independence by appropriate statistical Portmanteau
tests (Runde, Lung-Box etc.)
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Features of P2P  and VBR Packet Traffic

often long-range dependent time series of IATs {Xi} with heavy-tailed
marginal distributions F(x) = 1 – x -α l(x)

determined by Hill‘s estimate of the extreme value index γ = 1/α on the
order statistics X(i)

extremal index θ of maxima Mn= max Xi of IATs in blocks

Example: Sopcast over a WLAN 
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Delivery Time Variation in a Bufferless Fluid Model

• determined for completely transferred packets by
yi = τi − τi−1 = ti + di − (ti−1 + di−1) = Δti + Δdi

IATs at departure Δti with mean EX and delay jitter Δdi

•mean delivery time variation in case of data loss
d = (1 + 1/θ) EX

• with mean cluster size 1/θ
• derived from extremal index θ ∈ [0, 1] 

• as indicator of changes in limiting df of maxi Ri

• working with representatives of QoS indicators
in data blocks (EVT block method)

• such as extreme rate values max Ri

• using instantaneous traffic rates Ri = Yi/Xi
overshooting a capacity threshold u 

lossless

monitoring point
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Part IV

IV.3 Capacity Requirements of VBR and 
Peer-to-Peer Packet Traffic
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Capacity Requirement Subject to Loss Constraints

Loss determined by estimates of the rate exceedances over a 
capacity threshold u

overall byte loss

mean byte loss

Example: Skype data with mean E(X) = 31 [ms] and rate estimate θR=0.38

Capacity u [bytes/s]

Lo
ss

[b
yt

es
] • 3% overall byte loss at c = 8.534 kbps

• mean byte loss e(c)= 168 bytes

• quantiles of lossless period in this case

^

4439363534loss-free
[ms]

9795858075quantile
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Part V

V. Conclusions and Open Issues
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Conclusions

single-tier Web server architecture
study of Apache´s non-threaded multi-processing module Prefork

• Markovian modeling by a queueing network with batch Markovian arrival
process and a dynamic number of servers

potential extensions
• hybrid thread/process UNIX module MPM Worker
• extension of the QNW model to heavy-tailed service times

single-tier streaming media server architecture
Markovian modeling by a Erlang loss model

• with popularity-dependent Poissonian batch Markovian arrival process
traffic classes determined by CBR bandwidth requirements
service times including object-dependent inspection behavior

• closed-form analysis of resulting Σ MX/M/C/C loss model
potential extensions

• QNW model with heavy-tailed service times
• optimized access control and bandwidth assignment for a server farm model

nonparametric statistical traffic characterization and Qos/QoE analysis of 
VBR or P2P packet traffic
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Challenge 1: Impact of Real Mobility in Wireless NGNs

Streaming
Server
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Challenge 2: Interworking of Wireless Network Components
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Challenge 3: Impact of High Availability Concepts

• Live migration of a virtualized infrastructure supported by heartbeat signaling

Storage area network

Controller 1 Controller 2

Backup 
server virtual center manage-

ment server

Administrator User

Examples:

• XEN

• VMware Motion

•IETF reliabe server pooling
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Challenge 4: Impact of Virtualization on Performance

impact of hierarchical scheduling at the different processing
layers within a media or web server

started modeling at one layer by a polling system with phase-
type service times in cooperation with G. Mishkoy, Chisinau
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