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motivationmotivation

�� fairness is an important fairness is an important objectiveobjective in communication in communication 
network designnetwork design
�� yetyet not commonly understood not commonly understood 

�� example applicationsexample applications
�� routing of elastic traffic in the Internetrouting of elastic traffic in the Internet

�� resource utilization or resource distribution resource utilization or resource distribution 

�� design of resilient networksdesign of resilient networks

�� there are different notions of fairnessthere are different notions of fairness
�� MMF MMF –– maxmax--min fairnessmin fairness

�� PF PF –– proportional fairnessproportional fairness

�� optimization methods for problems involving fairness optimization methods for problems involving fairness 
are hardly knownare hardly known to researchers in telecommunicationsto researchers in telecommunications
�� MMF is frequently MMF is frequently „„rere--inventedinvented”” ((oftenoften in a wrong way)in a wrong way)
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ppurposeurpose of the presentation (and outline)of the presentation (and outline)

�� introduce the introduce the notionnotion of of MMFMMF

�� show applicationshow applications of MMFs of MMF toto routingrouting optimizationoptimization

�� ppresentresent basicbasic optimization algorithms for MMFoptimization algorithms for MMF

�� show example resultsshow example results

�� discussdiscuss selectedselected extensionsextensions
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lexicographically maximal solutionlexicographically maximal solution ((prioritypriority of of customerscustomers))

�� give as much goods as possible to the most important give as much goods as possible to the most important 
customer (until he cannot accept more, or the goods are customer (until he cannot accept more, or the goods are 
exhausted)exhausted)

�� do the same for the second most important client, and so ondo the same for the second most important client, and so on

�� example: distribute 1 liter of beerexample: distribute 1 liter of beer

12.5 cl

50.0 cl37.5 cl

3

2

1
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maxmax--min fairmin fairness: beness: beeer distributionr distribution

�� give as much goods as give as much goods as possiblepossible equally to all, until equally to all, until 

�� one customer cannot accept more one customer cannot accept more oror

�� the goods are exhaustedthe goods are exhausted

�� if there are more goods left, distribute them equally to those wif there are more goods left, distribute them equally to those who are ho are 
still able to receive themstill able to receive them

�� and so on, until either no one can accept more, or the goods areand so on, until either no one can accept more, or the goods are
exhaustedexhausted

�� example of a MMF solution: example of a MMF solution: 

distribute 1 liter of beerdistribute 1 liter of beer

25 cl 37.5 cl37.5 cl



routing problem for a simple networkrouting problem for a simple network

�� two links in series two links in series –– each of capacity 10 (e.g., 10 Mbps)each of capacity 10 (e.g., 10 Mbps)

�� three elastic demands (flows) eager to get as much bandwidth as three elastic demands (flows) eager to get as much bandwidth as possiblepossible

X1

X2 X3

throughputthroughput

�� lexicographical fairness lexicographical fairness (priority 3,2,1): X(priority 3,2,1): X11 = 0, X= 0, X22 = X= X33 = 10= 10 (20)(20)

�� maximize Xmaximize X33, then maximize X, then maximize X22 with fixed Xwith fixed X33, , 

finally maximize Xfinally maximize X11 with fixed Xwith fixed X22 and Xand X33

�� maxmax--min fairnessmin fairness: : XX11 = X= X22 = X= X33 = 5= 5 (15)(15)

�� maximize the worst flow (next worst flow, maximize the worst flow (next worst flow, ……))



routing problem for a simple network (modified)routing problem for a simple network (modified)

X1

X2 X3

�� lexicographical fairness (priority 3,2,1):lexicographical fairness (priority 3,2,1): XX11 = 0, X= 0, X22 = 15, X= 15, X33 = 10    (25)= 10    (25)

�� maxmax--min fairnessmin fairness: : XX11 = 5, X= 5, X22 = 10, X= 10, X33 = 5      (20)= 5      (20)

capacity C1 = 15 capacity C2 = 10
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rroutingouting problemproblem

�� CCee –– capacitycapacity of link eof link e, , e e ∈∈ E E 

�� threethree connectionsconnections (d = 1,2,3) (d = 1,2,3) correspondingcorresponding

to to threethree fixedfixed pathspaths from s to tfrom s to t11, t, t22, t, t33
�� assignassign bandwidthbandwidth XX11, , XX22, , XX33 respectively respectively 

to paths Pto paths P11, P, P22, P, P33 inin a a fair wayfair way

�� ∑∑{d: e {d: e ∈∈ Pd}Pd} XXdd ≤≤ CCee ,   e ,   e ∈∈ E     E     ((capacitycapacity constraintconstraint))

�� for for exampleexample:  :  XX11 + + XX22 ≤≤ CC11 , , XX11 + + XX33 ≤≤ CC22

elastic traffic:  the amount of goods accepted by a connection is      
potentially infinite 

s

P1

P2

P3
C1

C2

t1 t2 t3



lexmax routinglexmax routing –– solutionsolution

�� XX11 + + XX22 ≤≤ 1515

�� XX11 + + XX33 ≤≤ 1010

�� importance of connections: importance of connections: 33, 2, , 2, 1 1 

C1 = 15 C2 = 10    (bottleneck links)  

the rest of links have large capacity

the amount of goods (bandwdth) is infinite 

solution:solution:

�� step 1: step 1: XX33 == 1010 (link (link 22 gets saturated)gets saturated)

�� step 2: step 2: XX22 == 1515 (link 1 gets saturated)(link 1 gets saturated)

�� step 3: step 3: XX11 == 0  0  (link (link 11 and link 2 are saturated)and link 2 are saturated)

�� finally: finally: XX11 == 0  X0  X22 = 15  X= 15  X3 3 = 10= 10

s

P1

P2

P3
C1

C2

t1 t2 t3
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MMF MMF routing routing -- solutionsolution

�� XX11 + + XX22 ≤≤ 1515

�� XX11 + + XX33 ≤≤ 1010

C1 = 10 C2 = 15    (bottleneck links)  

the rest of links have large capacity

the amount of goods (bandwdth) is infinite 

solution:solution:

�� step 1: step 1: XX11 == XX22 = X= X3 3 = 5= 5 (link 2 gets saturated)(link 2 gets saturated)

�� step 2: step 2: XX22 == 1010 (link 1 gets saturated)(link 1 gets saturated)

�� finally: finally: XX11 == 5  X5  X22 = 10  X= 10  X3 3 = 5= 5

s

P1

P2

P3
C1

C2

t1 t2 t3
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algorithmalgorithm ((waterfillingwaterfilling))

nnee ==| {d | {d ∈∈ D: e D: e ∈∈ PPdd} |} | ,  ,  e e ∈∈ E        (number of paths through a link)E        (number of paths through a link)

Step 0:Step 0: X = (XX = (X11,X,X22,...,X,...,XDD) := 0) := 0 ;     k := 0.;     k := 0.

Step 1:Step 1: k := k+1 k := k+1 
set   set   t = mint = min e e ∈∈ E  E  CCee / / nnee
for all e for all e ∈∈ E put E put CCee := := CCee -- t t ·· nnee
for all d for all d ∈∈ D put D put XXdd := := XXdd + t+ t

remove all saturated links and all connections remove all saturated links and all connections 

through the removed links.through the removed links.

Step 2:Step 2: Stop if there are no connections left;Stop if there are no connections left;

otherwise go to Step 1.otherwise go to Step 1.

CCee

nnee Not so simple in the general caseNot so simple in the general case!!

(Bertsekas & Gallager „Data Networks”)
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basicbasic notationsnotations:  lexicographical order:  lexicographical order

�� yy= (= (yy11,,yy22,...,,...,yymm)), z = , z = (z(z11,z,z22,...,,...,zzmm) ) vectors in vectors in RRmm (m(m--vectorvectors)s)

�� lexicographicallexicographical orderorder::

(y(y11,y,y22,...,,...,yymm) <) < lexlex (z(z11,z,z22,...,,...,zzmm) ) 

iffiff there exists 0 there exists 0 ≤≤≤≤≤≤≤≤ k k << m such thatm such that

�� yyjj = = zzjj for j=1,2,...,k for j=1,2,...,k 

�� yyk+1k+1 < z< zk+1 k+1 

the rest of entries (j=k+2,k+3,the rest of entries (j=k+2,k+3,……,m) do not matter!,m) do not matter!

examples:    (1, 2, 1000)  <lex (1,3,1)       (1, 100, 1000)  <lex (2,2,2) 
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basicbasic notationsnotations:  MMF order:  MMF order

�� yy= (= (yy11,,yy22,...,,...,yymm)), z = , z = (z(z11,z,z22,...,,...,zzmm))

�� MMF order:MMF order:

(y(y11,y,y22,...,,...,yymm) <) < MMF MMF (z(z11,z,z22,...,,...,zzmm) ) 

iffiff

[ (y[ (y11,y,y22,...,,...,yymm) ] <) ] < lexlex [ (z[ (z11,z,z22,...,,...,zzmm) ] ) ] 

where  [ x ] denotes vector x where  [ x ] denotes vector x sorted in nonsorted in non--decreasing orderdecreasing order

examples:   (1,2,2)  <lex (1,3,1)           (1,2,3)  <lex (1,3,3)

(1,3,1) <MMF (1,2,2)  ( because  (1,1,3) <lex  (1,2,2) )
(1,2,3) <MMF (1,3,3) ( already sorted )  
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three problemsthree problems

�� X X ⊆⊆ RRnn solution spacesolution space

�� x = (xx = (x11,x,x22,...,,...,xxnn)) nn--vector,  x vector,  x ∈∈ XX (variables)(variables)

�� f(xf(x) = ) = (f(f11(x),f(x),f22(x),...,(x),...,ffmm(x(x)) ,   )) ,   ffjj : X : X →→ RR (criteria)(criteria)

Find x0 ∈ X such that:

LEXMAX: f(x0) is lexicografically maximal over x ∈ X

MMF:  f(x0) is maximal in the MMF sense over x ∈ X
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general lexmax general lexmax problemproblem

FFind xind x00 lexicographicallylexicographically maximalmaximal inin XX withwith respectrespect to to thethe criterioncriterion functionfunction ff..

�� ffind ind xx00 ∈∈ X X 

�� suchsuch thatthat

∀∀ x x ∈∈ X , X , f(xf(x) ) ≤≤ lexlex f(xf(x
00))

lexmax  f(x)lexmax  f(x),, x x ∈∈ XX
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algorithmalgorithm for for lexmaxlexmax –– stepssteps

Step 0:Step 0: k:= 1.k:= 1.

Step 1:Step 1: SolveSolve the following optimization problemthe following optimization problem PPkk
((withwith tt11

00,t,t22
00,...,t,...,tkk--11

00 fixedfixed))

max { max { ffkk((xx), ), xx ∈∈ XX , t, tjj
00 == ffjj((xx), j=1,2,...,k), j=1,2,...,k--1}1}..

DDenoteenote thethe resultingresulting optimaloptimal solutionsolution by xby x00

and put and put ttkk
0 0 = = f(xf(x00))..

Step 2:Step 2: IfIf k = m k = m thenthen stop (xstop (x00 isis thethe optimaloptimal solutionsolution));;
OtherwiseOtherwise putput k:= k+1 and go to Step 1k:= k+1 and go to Step 1..

RemarkRemark: : IfIf X X isis convexconvex and and ffjj(x(x) ) areare concaveconcave thenthen eacheach PPkk isis aa convexconvex problem.problem.
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generalgeneral MMF problemMMF problem

�� FindFind xx00 ∈∈ X X 

�� suchsuch thatthat ∀∀ x x ∈∈ X , X , [[ f(xf(x)) ] ] ≤≤ lexlex [[ f(xf(x
00)) ]. ]. 

((findfind xx00 lexicographicallylexicographically maximalmaximal inin XX

withwith respectrespect to to thethe sortedsorted criterioncriterion functionfunction f)f)

�� The problem is called convex when The problem is called convex when X X isis convexconvex and all and all ffjj areare concaveconcave..

�� Convex MMF problems can be treated sequentially in a way that isConvex MMF problems can be treated sequentially in a way that is not much more not much more 
complex than for lexmax.complex than for lexmax.

�� For nonFor non--convex problems the procedure is more complex.convex problems the procedure is more complex.



18

MMF MMF algorithmalgorithm for convex problems for convex problems –– notationnotation

�� M = {1,2,...,m} M = {1,2,...,m} index set of the criteriaindex set of the criteria

�� B B ⊆⊆ MM set for which the optimal criteria set for which the optimal criteria 
are already computedare already computed

�� ttBB = (= (ttjj
BB :  j :  j ∈∈ B) B) vectorvector of optimal criteria  (withof optimal criteria  (withBBelements)elements)

�� BB’’ = M = M \\ BB set for which the optimal criteria are to be comptedset for which the optimal criteria are to be compted

Problem Problem P P ((B,tB,tBB)) convex

�� variablesvariables:: x, x, tt

�� constantsconstants:: B, tB, tBB

maximizemaximize tt

subjectsubject toto

�� ffjj ((xx) ) ≥≥ tt j j ∈∈ BB’’ ((criteriacriteria thatthat cancan be be increasedincreased))

�� ffjj ((xx) ) == ttjj
BB j j ∈∈ BB ((thesethese criteriacriteria areare fixedfixed))

�� x x ∈∈ X, X, tt ∈∈ R.R.
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algorithmalgorithm –– stepssteps

Step 0:Step 0: B := B := ∅∅ and tand tBB := := ∅∅..

Step 1:Step 1: IfIf B = M, B = M, thenthen STOP (xSTOP (x00 and [tand [tBB] = [f] = [f (x(x00)] )] areare optimaloptimal).).

ElseElse, , solvesolve problem problem P P ((B,tB,tBB) and ) and denotedenote thethe resultingresulting

solutionsolution by (xby (x00,,tt00).).

((notenote thatthat P P ((∅∅,,∅∅) ) yieldsyields thethe firstfirst valuevalue inin thethe finalfinal solutionsolution [f[f (x(x00)]))])

Step 2:Step 2: For For eacheach indexindex k k ∈∈ BB’’ suchsuch thatthat ffkk(x(x
00) = ) = tt0  0  solvesolve the lifting test the lifting test 

TT(B,t(B,tBB,,tt00,k):,k):

maximizemaximize ffkk(x(x) ) 

subjectsubject toto

�� ffjj (x) (x) ≥≥ tt00 j j ∈∈ BB’’ \\{k}{k}

�� ffjj (x) (x) == ttjj
BB j j ∈∈ B B 

�� x x ∈∈ X.X.

IfIf ffkk(x(x
00) = ) = tt00 for for optimaloptimal xx00 solvingsolving T T ((B,tB,tBB,,tt00,k) ,k) 

thenthen B := B B := B ∪∪ {k}, {k}, ttkk
BB := := tt00..

Step 3:Step 3: Go to Step 1. Go to Step 1. 
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illustrationillustration

�� example with 3 criteria to be lifted in a MMF wayexample with 3 criteria to be lifted in a MMF way

t0 t0

P 1 T 1 T 3T 2

t1

P 2

t0 t1

T 1 T 3

t0
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remarkremarkss

�� the algorithm works due to convexity: if each criterion can be the algorithm works due to convexity: if each criterion can be 

lifted individually then they all can be lifted simultaneously!lifted individually then they all can be lifted simultaneously!

�� this property is not present in nonthis property is not present in non--convex problems and this convex problems and this 

makes them difficultmakes them difficult

�� excessiveexcessive numbernumber of of teststests T T ((B,tB,tBB,,tt00,k) to be ,k) to be solvedsolved

�� severalseveral waysways to to effectivelyeffectively overcomeovercome thisthis difficultydifficulty

�� useuse of dual of dual variablesvariables

�� makingmaking one one modifiedmodified test test inin eacheach stepstep
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fformulationormulation of the convex of the convex routingrouting problemproblem

GivenGiven

�� link capacities  ( link capacities  ( CCee ))

�� listslists of of allowableallowable paths paths 

for realizing demandsfor realizing demands (( PPdd1 1 , P, Pdd2 2 ,..., P,..., Pddm(dm(d) ) ))

Find Find 

�� flows assigned to the demand paths ( flows assigned to the demand paths ( xxddp p ))

((nownow pathspaths areare subjectsubject to to optimizationoptimization))

Such thatSuch that

�� loads of the links do not exceed their capacityloads of the links do not exceed their capacity

�� flows are assigned to demands in a flows are assigned to demands in a MMF MMF wayway: : 

to to maximizemaximize lexicographicallylexicographically thethe sortedsorted

totaltotal allocationallocation vectorvector X = (XX = (X11,X,X22,...,X,...,XDD))

v=1

v=3

v=2

v=6

v=5

v=4

v=7

Pd1

Pd2
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�� lexmax [ Xlexmax [ X11, X, X22, ... , X, ... , XD D ]]

�� XXdd = = xxdd1 1 + + xxdd2 2 + ... + + ... + xxddm(dm(d)) ,  ,  d = 1,2,d = 1,2,……,D,D

�� ∑∑dd ∑∑pp δδedpedpxxdpdp ≤≤ CCee ,  ,  e = 1,2,e = 1,2,……,E,E

�� variables are continuous and nonvariables are continuous and non--negativenegative

Waterfilling algorithms does not work Waterfilling algorithms does not work soso we use the general MMF algorithm for we use the general MMF algorithm for 
convex MMF problems.convex MMF problems.

δδedpedp = 1  = 1  ifif e e ∈∈ PPdpdp

MMF cMMF convexonvex routingrouting problemproblem

v=1

v=3

v=2

v=6

v=5

v=4

v=7

Pd1

Pd2
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�� selectselect exactlyexactly one one pathpath j(dj(d)) for for eacheach demanddemand dd

�� allocateallocate entireentire flowflow XXdd to to pathpath PPddj(dj(d)) (out (out ofof PPd1d1,P,Pd2d2,,……,P,Pdm(d)dm(d)))

�� soso thatthat thethe capacitycapacity CCee of of no no link link ee isis exceededexceeded

�� and and thethe vectorvector [[ (X(X11, X, X22, ... ,X, ... ,XDD)) ]] isis lexicographicallylexicographically maximalmaximal

RemarksRemarks

�� as we as we alreadyalready know know whenwhen pathspaths j(dj(d)) areare givengiven and and fixedfixed, , thethe

problem problem isis easyeasy (waterfilling)(waterfilling)

�� thethe difficultydifficulty of of thethe problem problem lieslies inin thethe pathpath selectionselection

informalinformal formulationformulation of of thethe routingrouting problem with problem with 

singlesingle--paths (nonpaths (non--convex, convex, NP NP -- complete)complete)
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nonnon--convexconvex formulationformulation of of thethe problemproblem (MIP)(MIP)

ConstantsConstants

�� link capacities  ( link capacities  ( CCee ))

�� ∆∆ ((large enough constant)large enough constant)

�� listslists of of allowableallowable paths for realizing demandspaths for realizing demands (( PPdd1 1 , P, Pdd2 2 ,..., P,..., Pddm(dm(d) ) ))

VariablesVariables

�� flows assigned to the demands paths ( flows assigned to the demands paths ( xxddp p ))

�� binary variables associated with flows ( binary variables associated with flows ( uudpdp ) ) 

Such thatSuch that

�� xxdpdp ≤≤ ∆∆uudpdp d=1,2,..,D, p=1,2,...,d=1,2,..,D, p=1,2,...,m(dm(d))

�� ∑∑pp uudpdp = 1= 1 d=1,2,...,Dd=1,2,...,D

�� ∑∑dd ∑∑pp δδedpedpxxdpdp ≤≤ CCee e=1,2,...,Ee=1,2,...,E

�� total flows (total flows (XXdd==xxdd11++xxdd22+...++...+xxddm(dm(d)))) are assigned to demands in are assigned to demands in thethe
MMF MMF wayway: : 

to to maximizemaximize lexicographicallylexicographically thethe sortedsorted

totaltotal allocationallocation vectorvector X = (XX = (X11,X,X22,...,X,...,XDD))
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exampleexample

Previous algorithms fail for nonPrevious algorithms fail for non--convex X.convex X.

Example: Example: two demands between two nodes with two paths two demands between two nodes with two paths 
of capacity 1 and 2, respectively.of capacity 1 and 2, respectively.

When we solve for the first MMF element we get (XWhen we solve for the first MMF element we get (X11,X,X22) = (1,1).) = (1,1).

The blocking tests will indicate that both criteria can beThe blocking tests will indicate that both criteria can be

improved.improved.

They cannot, however, be improvedThey cannot, however, be improved

simultaneously.simultaneously.

C1=1 C2=2optimal solution: optimal solution: 

(X(X11,X,X22) = (1,2) or (X) = (1,2) or (X11,X,X22) = (2,1)) = (2,1)

( in the bifurcated case: (1.5,1.5) )( in the bifurcated case: (1.5,1.5) )
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transformationtransformation of the general problem of the general problem to to linearlinear objectiveobjective

�� X X ⊆⊆ RRnn a a set set inin nn--dimensionaldimensional EuclidianEuclidian spacespace

�� x = (xx = (x11,x,x22,...,x,...,xnn)) nn--vectorvector

�� f(xf(x) = ) = (f(f11(x),f(x),f22(x),...,f(x),...,fmm(x))    (x))    ffjj : X : X →→ R R scalarscalar functionsfunctions

lexmaxlexmax [[f(x)f(x)]] forfor x x ∈∈ XX

�� y = (yy = (y11,y,y22,...,y,...,ymm)) mm--vectorvector

�� ZZ ⊆⊆ RRm+nm+n : (: (y,xy,x) ) ∈∈ ZZ iffiff
�� x x ∈∈ X X 

�� yyjj ≤≤ ffjj(x(x), j=1,2,...,m), j=1,2,...,m

lexmaxlexmax [y][y] forfor ((y,xy,x) ) ∈∈ ZZ

optimal xoptimal x00 are the same in both problems and yare the same in both problems and y00 = f(x= f(x00))
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cumulatedcumulated criteriacriteria

�� [y] = r[y] = r

�� RRkk = = ∑∑j=1,2,..,kj=1,2,..,k rrjj k=1,2,...,mk=1,2,...,m

lexmaxlexmax r r overover ZZ isis equivalentequivalent to    to    lexmaxlexmax R R overover ZZ
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cumulatedcumulated criteriacriteria -- derivationderivation of of thethe solutionsolution

�� [y] = r[y] = r

�� RRkk = = ∑∑j=1,2,..,kj=1,2,..,k rrjj k=1,2,...,mk=1,2,...,m

lexmaxlexmax R R overover ZZ

RRkk cancan be be expressedexpressed as as followsfollows ((forfor a a fixedfixed k)k)::

RRkk = = min  min  ∑∑jj yyjjuukjkj

subjectsubject to to 

∑∑j j uukjkj = k= k

0 0 ≤≤ uukjkj ≤≤ 11 j = 1,2,...,mj = 1,2,...,m

continuous variables: continuous variables: uukjkj, j=1,2,...,k, j=1,2,...,k

LP for fixed y, but nonLP for fixed y, but non--linear for variable y.linear for variable y.
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cumulatedcumulated criteriacriteria -- derivationderivation of of thethe solutionsolution

LP for fixed y, but nonLP for fixed y, but non--linear for variable y.linear for variable y.

But But takingtaking thethe dual dual givesgives anan LPLP ((forfor a a fixedfixed k)k)::

RRkk = = maxmax kkrrkk -- ∑∑jj ddkjkj

subjectsubject toto
ddkjkj ≥≥ rrkk -- yyjj j = 1,2,...,mj = 1,2,...,m

ddkjkj ≥≥ 00 j = 1,2,...,mj = 1,2,...,m

continuous variables: continuous variables: rrkk
ddkjkj j=1,2,...,kj=1,2,...,k
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ccumulatedumulated criteriacriteria -- solutionsolution

�� [y] = r[y] = r

�� RRkk = = ∑∑j=1,2,..,kj=1,2,..,k rrjj k=1,2,...,mk=1,2,...,m

lexmaxlexmax R R overover ZZ

lexmaxlexmax R R overover ZZ cancan be be expressedexpressed as as followsfollows::

lexmaxlexmax (r(r11 -- ∑∑jj dd1j1j , 2, 2rr22 -- ∑∑jj dd2j2j , ... , , ... , mmrrmm -- ∑∑jj ddmjmj))

subjectsubject to to ((y,xy,x) ) ∈∈ ZZ

ddkjkj ≥≥ rrkk -- yyjj j, k = 1,2,...,mj, k = 1,2,...,m

ddkjkj ≥≥ 00 j, k = 1,2,...,mj, k = 1,2,...,m

Can be solved sequentially, for each k=1,2,...,m.Can be solved sequentially, for each k=1,2,...,m.
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SSequentialequential algorithmalgorithm –– stepssteps

Step 0:Step 0: k:= 1.k:= 1.

Step 1:Step 1: SolveSolve the the programprogram

PPkk :: max max krkrkk -- ∑∑jj ddkjkj
subjectsubject to to ((y,y,xx) ) ∈∈ ZZ

RRii
00 ≤≤ iririi -- ∑∑jj ddijij i=1,2,...,ki=1,2,...,k--11

ddijij ≥≥ rrii -- yyjj j=1,2,...,m, i=1,2,...,kj=1,2,...,m, i=1,2,...,k

ddijij ≥≥ 00 j=1,2,...,m, i=1,2,...,kj=1,2,...,m, i=1,2,...,k

and and denotedenote itsits optimaloptimal solutionsolution by (xby (x00,y,y00,R,Rkk
00).).

Step 2:Step 2: IfIf k = m k = m thenthen stop (xstop (x00,y,y00 isis thethe optimaloptimal solutionsolution). ). 
OtherwiseOtherwise putput k:= k+1 and go to Step 1.k:= k+1 and go to Step 1.
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Computation times [sec] for single path allocationComputation times [sec] for single path allocation

29.029.026.726.733171777

13.113.11.151.1533121266

0.100.100.420.42336644

107107192019202219191111

327327161316132218181010

3283281622162222181899

21.121.116.416.422131388

4.714.7110.110.122121277

1.371.371.121.1222121266

0.470.470.810.81228855

cumulatedcumulateddirect direct #paths#paths#links#links#nodes#nodes

Cumulated criteria
Direct approach based on explicit formulations (for each step of the 

sequential process)

Nilsson, P.: Fairness in communication and computer network
design, PhD thesis, Lund University, 2006.
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RemarksRemarks

�� CCumulated approach is a general approach to umulated approach is a general approach to 
resolving nonresolving non--convex MMF problemsconvex MMF problems

�� Cumulated approach adds no difficulty to the Cumulated approach adds no difficulty to the 
resolution scheme with respect to oneresolution scheme with respect to one--criterion criterion 
versions of the  original problemversions of the  original problem

�� Cumulated approach performs better than the direct Cumulated approach performs better than the direct 
approachapproach
�� this suggests effectiveness of the cumulated approach in the this suggests effectiveness of the cumulated approach in the 

general casegeneral case
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Other important problems involving MMFOther important problems involving MMF

�� Maximization of unused capacityMaximization of unused capacity

�� Introducing resilience to failures in nonIntroducing resilience to failures in non--protected networksprotected networks

�� Dimensioning Dimensioning of of resilient networksresilient networks
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correct MMF formulation:correct MMF formulation:

�� lexmax [ lexmax [ YY11, Y, Y22, ... , Y, ... , YEE ]]

�� xxdd1 1 + + xxdd2 2 + ... + + ... + xxddm(dm(d)) = h= hdd,  ,  d = 1,2,d = 1,2,……,D,D

�� ∑∑dd ∑∑pp δδedpedpxxdpdp + + YYee ≤≤ CCee ,  ,  e = 1,2,e = 1,2,……,E,E

�� variables are continuous and nonvariables are continuous and non--negativenegative

maximization of unused capacitymaximization of unused capacity

max  Ymax  Y

�� xxdd1 1 + + xxdd2 2 + ... + + ... + xxddm(dm(d)) = h= hdd,  ,  d = 1,2,d = 1,2,……,D,D

�� ∑∑dd ∑∑pp δδedpedpxxdpdp + Y + Y ≤≤ CCee ,  ,  e = 1,2,e = 1,2,……,E,E

�� variables are continuous and nonvariables are continuous and non--negativenegative

This is the first step of the MMF problem given This is the first step of the MMF problem given 
below. Many people considered that first step below. Many people considered that first step 
and did not know how to continue!and did not know how to continue!
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ConclusionsConclusions

�� MMF is useful in network designMMF is useful in network design
�� routingrouting problemproblems (s (for for elasticelastic traffictraffic))

�� unsed capacity maximizationunsed capacity maximization

�� protectionprotection problemproblem

�� many many othersothers

�� ConvexConvex MMF MMF problemsproblems cancan be be effectivelyeffectively solvedsolved through a through a 
sequential procedure involving a master problem and lifting sequential procedure involving a master problem and lifting 
teststests

�� There is a way to effectively incorporate MMF into nonThere is a way to effectively incorporate MMF into non--convex convex 
problemsproblems, , withoutwithout increasingincreasing theirtheir complexitycomplexity ((onlyonly continuouscontinuous
variablesvariables and and linearlinear constraintsconstraints addedadded))

�� e.g., bandwidth allocation problem involving single pathse.g., bandwidth allocation problem involving single paths
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more in:more in:

�� D. Nace, M. Pioro: MaxD. Nace, M. Pioro: Max--min fairness and its applications to routing and min fairness and its applications to routing and 
loadload--balancing in communication networks balancing in communication networks –– a tutorial, a tutorial, IEEE IEEE 
Communications Surveys and TutorialsCommunications Surveys and Tutorials, vol.10, no.4, pp.5, vol.10, no.4, pp.5--17, 200817, 2008

�� W. Ogryczak, M. Pioro, A. Tomaszewski: Telecommunications networW. Ogryczak, M. Pioro, A. Tomaszewski: Telecommunications network k 
design and maxdesign and max--min optimization problem, min optimization problem, Journal of Journal of 
Telecommunications and Information TechnologyTelecommunications and Information Technology, No.3, 2005, No.3, 2005

�� M. Pioro, D. Medhi: M. Pioro, D. Medhi: Routing, flow, and capacity design in communication Routing, flow, and capacity design in communication 
and computer networks (chapters 8 and 13)and computer networks (chapters 8 and 13), Morgan, Morgan--Kaufmann Kaufmann 
(Elsevier), 2004(Elsevier), 2004

ThankThank youyou!!
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�� the above problem is the first step in the MMF problemthe above problem is the first step in the MMF problem

�� lexmax [ lexmax [ tt11, t, t22, ... , t, ... , tDD ]]

�� demand volumes demand volumes tt11hh11,, tt22hh2 2 ,...,,..., ttDDhhDD are rare realized in working ealized in working 
capacities Wcapacities Wee (e = 1,2,...,E)(e = 1,2,...,E)

�� working capacity Wworking capacity Wgg of any link g can be restored using protection of any link g can be restored using protection 
capacities Ycapacities Yee (e (e ≠≠ g) g) 

protection of a networkprotection of a network

Given:Given:

�� link capacities link capacities CC11,, CC22,...,,..., CCEE

�� realized demand volumes: realized demand volumes: hh11,, hh22,...,,..., hhDD

ProblemProblem

�� for each link divide its capacity Cfor each link divide its capacity Cee into working into working 
capacity Wcapacity Wee and protection capacity Yand protection capacity Yee so that in the so that in the 
case of failure of any single link gcase of failure of any single link g

�� its working capacity Wits working capacity Wgg can be restored using can be restored using 
protection capacities Yprotection capacities Yee (e (e ≠≠ g) g) 

�� demand volumes tdemand volumes thh11,, thth2 2 ,...,,..., ththDD can be rcan be realized ealized 
in working capacities Win working capacities Wee (e = 1,2,...,E) (e = 1,2,...,E) 

�� t is maximizedt is maximized

Ye

Ce

We



routing problem for a simple networkrouting problem for a simple network

�� two links in series two links in series –– each of capacity 10 (e.g., 10 Mbps)each of capacity 10 (e.g., 10 Mbps)

�� three elastic demands (flows) eager to get as much bandwidth as three elastic demands (flows) eager to get as much bandwidth as possiblepossible

X1

X2 X3

throughputthroughput

�� proportional fairnessproportional fairness: : XX11 = 3.33, X= 3.33, X22 = X= X33 = 6.66= 6.66 (16.66)(16.66)

�� maximize ( log Xmaximize ( log X1 1 + log X+ log X2 2 + log X+ log X3 3 ) with respect to capacity ) with respect to capacity 
constraintsconstraints

maximize maximize f(xf(x) = log x) = log x + 2log (1+ 2log (1--x)x)log x – utility function



routing problem for a simple network (modified)routing problem for a simple network (modified)

X1

X2 X3

�� lexicographical fairness lexicographical fairness (priority 3,2,1): X(priority 3,2,1): X11 = 0, X= 0, X22 = 15, X= 15, X33 = 10    (25)= 10    (25)

�� maxmax--min fairnessmin fairness: : XX11 = 5, X= 5, X22 = 10, X= 10, X33 = 5      (20)= 5      (20)

�� proportional fairnessproportional fairness: : XX11 ≈≈ 4, X4, X22 ≈≈ 11, X11, X33 ≈≈ 6      (21)6      (21)

capacity C1 = 15 capacity C2 = 10



PF routingPF routing –– solutionsolution

�� XX11 + + XX22 ≤≤ 1515

�� XX11 + + XX33 ≤≤ 1010

�� maximize log Xmaximize log X11 + log X+ log X22 + log X+ log X33

C1 = 15 C2 = 10    (bottleneck links)  

the rest of links have large capacity

the amount of goods (bandwdth) is infinite 

solution (standard convex optimization problem):solution (standard convex optimization problem):

�� XX11 ≈≈ 4  X4  X22 ≈≈ 11  X11  X3 3 ≈≈ 66

s

P1

P2

P3
C1

C2

t1 t2 t3

43
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generalgeneral PPF problemF problem

�� maximize maximize log flog f11(x) + log f(x) + log f22(x) + ... + log f(x) + ... + log fmm(x)(x)

�� overover x x ∈∈ XX

The problem is convex when The problem is convex when X X isis convexconvex and each log and each log ffjj(x) is(x) is concaveconcave

(e.g., when (e.g., when ffjj(x) are linear or concave).(x) are linear or concave).



utilityutility functionfunction

�� U(XU(X) = r X) = r X(1(1--αα)) / (1 / (1 -- αα))

�� throughputthroughput maximizationmaximization: : αα = 0, = 0, U(XU(X) = r X) = r X

�� MMF: MMF: αα →→ ∞∞
�� PF: PF: αα →→ 1, 1, U(XU(X) = r log X) = r log X

U(x) - utility function


